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Types of Relations

Empty Relation is the relation R ina set A, in which no element of
Aisrelated to any element of A, i.e., R=p c A xA.

Universal Relation is the relation R in a set A, in which each
element of Ais related to every element of A, i.e., R=A xA.

Both the empty relation and the universal relation are some
times called trivial relations.

Reflexive Relation : (a,a) € R, foreverya € A.

Symmetric Relation : (a;,a,) € R implies that (a,,a;) € R, for
all aj,ay € A.

Transitive Relation :(a;,a;) € R & (a5,a3) € R implies that
(aj,a3)€R, forallaj,aj,a3 € A.

Equivalence Relation : A relation R in a set A is said to be an
equivalence relation if R is reflexive, symmetric & transitive.
Equivalence class {a} containing a € A for an equivalence relation
RinAisasubset of A containing all elements b related to a.

Mind Map-1

Relation

A relation from a non-empty set A
to itself is a subset of cartesian
product A x A.

Relation from a set Ato set Bis a
subset of cartesian product

A x B.

A

Composition of Functions

Funct;:m & FUNCTIONS p

RELATIONS

Letf: A— B & g: B — C be two functions. Then the
composition of f & g, denoted by gof, is defined as the function
gof : A — C given by

gof (x) = g(f(x)), V x €A

Theorem : If f: X—>Y,g: Y —>Z & h:Z— S are functions,
then
ho(gof) = (hog)of
If gof is one-one = f is one-one
If gof is onto = g is onto.
If f: X — Y is a function such that there exists
a function g : Y — X such that
gof =1, &fog =1y,
then f must be one-one and onto.

Invertible Function

For any two non-empty sets X & Y,
a function f'is a rule or mapping
which associates each element of
set X to a unique element in set Y.

A

Types of Functions

Otherwise, f is called many-one.

element x in X such that f(x) =y

in Y which has no pre-image in A.

One-One Function : A function f: X — Y is one-one (or injective) if the
images of distinct elements of X under f are distinct, i.c.,

f(x))=f(xp) =>x1 =x,Vxy,Xp € X.

Onto Function : A function is onto (or surjective) if every element of Y is the
image of some element of X under f; i.e., for every y €Y, there exists an

Into Function : A function f: X — Y is into if there exists atleast one element

One-One & Onto Function : A function f: X — Y is said to be one-one &
onto (or bijective) if f is both one-one & onto.

"| A function f: X — Y is defined to be invertible,
if there exists a function g : Y — X such that
gof =1 &fog=1I.

The function g is called the inverse of f & is
denoted by f -1

Note : A function f: X — Y is invertible if &
only if f is one-one & onto.

Theorem : Letf: X > Y & g: Y — Z be two
invertible functions. Then gof is also invertible
with (gof) ! = £ log™!.

Binary Operations

A binary operation * on a set A is a function * : A x A — A. We denote *(a, b) by a * b.
Addition, multiplication, subtraction & division are examples of binary operation, as ‘binary’ means ‘two’.
Types of Binary Operations

A binary operation * on set A is called commutative if,a * b=b * a forevery a, b € A.

A binary operation * : A x A — A is associative if, (a*b)*c=a*(b*c),Va,b,ceA.

An element e € A, if it exists, is called an identity element for binary operation

*:AxA—>Aif,a*e=a=c¢*a, VacA.

An element a € A is said to be invertible with respect to the operation * : A x A — A if there exists an element

binAsuchthata*b=e=b *a.

Then, b is called the inverse of a & is denoted by a’L.
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Inverse Principal
Function Value Branch
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) sec_l(—x)=1t—sec_1x,if—oo<xS—1orle<oo 1—
(i) 2tan~'x =cos”!

2
X Lifo<x<oo
1+x

2

(vi) cosec”!(-x) = —cosec”Ix,if —co<x<—1 orI<x <00

KOLKATA



Career Designer 360

Order of a Matrix

A matrix having m rows and n columns is called a
matrix of order mxn or simply mxn matrix.

or A =[ajjlp,1<i<sml<j<nijeN

ajj is an element lying in the i row & j™ column.
The number of elements in mxn matrix will be mn.

Mind Map-3

Matrix

Types of Matrix

Column Matrix : A matrix is said to be a

column matrix if it has only one column, i.e.,
A= [aij Imsxq 18 @ column matrix of order mx1.
Row Matrix : Row matrix has only one row,
ie,B= [bij Jixn 1s @ row matrix of order 1xn.

Square Matrix : Square matrix has equal
number of rows and columns, i.e., A =[ajjlnxm

is a square matrix of order m.
Diagonal Matrix : A square matrix is said to be
diagonal matrix if all of its non-diagonal
elements are zero, i.e., B =[bjj]yxy 1s said to be a
diagonal matrix if by =0, where i # .
Scalar Matrix : It is a diagonal matrix with all
its diagonal elements equal, i.e., B =[b,] ., is a
scalar matrix if

bij =0 where i # ]

bij = k, when i = j & k = constant.
Identity Matrix : It is a diagonal matrix having
all its diagonal elements equal to 1, i.e.,
A =[aj]mxn s an identity matrix if

Lifi=j

= {O,ifi #]
we denoted identity matrix by I, when order is n.
Zero Matrix : A matrix is said to be zero or null

matrix if all its elements are zero. It is denoted
by O.

A matrix is an ordered rectangular array of numbers
or functions. The numbers or functions are called
the elements of the matrix.

1 25

3 4 6
The horizontal lines of elements in the above matrix
are said to constitute, rows of the matrix & vertical
lines of elements are said to constitute columns of
the matrix. Thus above matrix has 2 rows and 3
columns.

For example

i| 1S a matrix.

WWW.CD360.IN

Properties of Matrix Multiplication

(I) Associative Law for Multiplication : IfA, B & C are three matrices
of order mxn, nxp & pxqrespectively, then (AB) C=A(BC)
(ii) Distributive Law : For three matrices A, B & C

Multiplication of Matrices

(a)AB+C)=AB+AC

IfA= [aij]mxn and B= [bl.]]

nxp

If A & B are any two matrices, then their product
AB will be defined only when the number of
columns in A is equal to the number of rows in B.

> then their
product AB=C =[c;], is a matrix of order

n
mxp, where (ij)" element of AB=Cy; = Zaﬁbd

i |

(b) (A+B) C=AC + BC, whenever both sides of equality are
defined.
(iii) Matrix Multiplication is not commutative in general, i.e.,
AB # BA (in general).
(iv) Existence of Multiplicative Identity : For every square matrix A,
there exists an identity matrix I of same order such that IA =Al =A.

Transpose of a Matrix

i

The matrix obtained from a given matrix A by
changing its rows into its corresponding columns
or columns into its corresponding rows is called

transpose of matrix A & it is denoted by A" or A'. If

@

9 g

the order of A is m x n, then order of AT is nxm.

Properties of Transpose of the Matrices

In other words if A = [3jj]mxn then AT = [3i Jnxm

& (MATRICES)]

For any matrices A & B of suitable orders,

have:

i) AH'=A

(i) (kA)"=k(A)" (where k is constant)
(iii) (A+ B)T=AT+ BT

(iv) (AB) =B'A"

we

Symmetric & Skew Symmetric Matrices

Symmetric Matrix
A square matrix A = [a;] is called a symmetric matrix, if
aj=aj; foralli,jorAT=A

Skew Symmetric Matrix

A

Addition of Matrices

Equality of Matrices

Two matrices A = [a;]and B =[by;] are said to be

equal if

(i) they are of the same order

(i1) each element of A is equal to the corresponding
element of B, i.e.,aj; = by forall i &

Multiplication of a Matrix by a Scalar

Let A= [aij Jmxn be amatrix & k be anumber.
Then, kA =Ak = [kaij ]mxn

Properties
(D k(A+B)=kA+kB (ii)) (k+t) A=kA+tA.

()
(ii)
(iii)

Sum of the two matrices is a matrix obtained by
adding the corresponding elements of the given
matrices, i.¢., A =[aj] and B =[by] are two matrices
of same order mxn. Then sum of two matrics A & B is
defined as C= [cij]7 where cij = aij +b1_] foralli & ]
Difference of matrices : The difference A— B is
defined as D =[dj;], where d;; = a;; —bj; forall i & j.
In order words D =A — B = A + (-B), that is the sum
of matrices A & (-B).

Properties of matrix Addition

Invertible Matrix
and Inverse Matrix

If A is a square matrix and there exists another

square matrix B of the same order such that

AB=BA=1, then B is called the inverse matrix

of A & itis denoted by AL

Inthat case Ais said to be invertible matrix.

Properties of Invertible Matrices

(1) Uniqueness of Inverse : Inverse of a square
matrix, if it exists, is unique.

i) (AB) ' =B71A7!

A square matrix A = [aij] is called a skew-symmetric matrix, if

aj =—aji foralli, j or AT = —A.

Properties of Symmetric & Skew Symmetric Matrices

(D) For any square matrix A with real number entries, (A+A%)
is a symmetric matrix & (A—A") is a skew symmetric matrix.

(i1) Any square matrix A can be expressed as the sum of a symmetric &
a skew symmetric matrix as

A=|La+aTy|+|La-aT
J@+an |+ 2a-aD)|

Commulative Law: A+ B=B +A
Associative Law: (A+B)+C=A+ (B +C)

Existance of Additive Identity: Let A =[a;jlnyn
& O = zero matrix of order mxn, then
A+0O=0+A=A.Here O is the additive
identity for matrix addition.

Existance of Additive Inverse

Let A =[a;;]mxn be any matrix then we have
another matrix as —A = [-8;jlmxn such that

A+ (-A)=(-A) + A= 0. Here —A is the
additive inverse of A or negative of A.

o

Elementary Operation (Transformation of a Matrix)

Inverse of a Matrix by
Elementary Operations

If A is a matrix such that A_lexists, then to find
A " using elementary row operations, write
A=IA & apply a sequence of row operations on
A=TIAtill we get, | = BA. The matrix B will be
the inverse of A. Similarly, if we wish to find
Al using column operations, we write A =Al
& apply asequence of column operations on
A=ATtill we get, I=AB.

There are six operations on a matrix, three of which are due to rows & three due
to columns, called elementary operations or Transformations.

(1) The interchange of any two rows or two columns symbolically, interchange

of i & j rows is denoted byR; <> R i & same will be for columns, i.e.,

(i) The multiplication of the elements of any row or column by a non zero

number. For rows it is denoted as R; <> kR, k # 0 & for columns:
Ci L d kCl

(i1i) The addition to the elements of any row or column, the corresponding

elements of any other row or column multiplied by any non-zero number.
Symbolically, the addition to the elements of i~ row, the corresponding

elements of j row multiplied by k is denoted as: R; & R; +kR;(k#0)
For columns : C; > C; +kC;

KOLKATA
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Det i t of e
Square :Agl?):ll?nOr:Ie: Three Mlnd Map_ 4

ConsiderA=[a,];.,

Then, [A |~ a2 agg Determinant Adjoint of a Matrix
’ a1 ap» a3,
Every square matrix associates to an expression or a an 212 23 Ay Ry Ay
d31 a3y assz 3 3 3 g . A A A
. number which is known as its determinant. [fA=[a, ] IfA= |ay a3 aj|, thenadjA=|M2 S22 H32)

Expansion along first Row (R,) : : . !

- is a square matrix of order n, then the determinant of Az Ay Agp
| A ‘ =a (322333 o aszazz) —ap (321a33 - a31a23) + 313(3212132 - a31a22)

¢ 431 433 4as3
B Aisdenoted by det (A) or |A|or A. .
= a5, — Ay 838y — 312321a33+ A)p8;,dy3 + ;38,3 —a1385,dy, where Aij is the cofactor of aij

T If A be any given square matrix of order n, then

n Afat A) = (ali A A= |A| T Singular and Non-Singular Matrices
where [ is the identity matrix of order n.

A square matrix A is said to be singular if |[A| =0,
Properiies of Determinants 3 otherwise it is calle.d non-singu}ar matrix.
R If A & B are non-singular matrix of same order, then

The value of a determinant remains AB & BA are also non-singular matrices of same order.
unchanged if its rows and columns are

interchanged.

If any two rows (or columns) of a D ET E RM I NAN T§
determinant are interchanged, then sign of J

determinant changes.
If any two rows (or columns) of a -
determinant are identical, then the value of If A and B are two matrices such that
determinant is zero. AR =T=BA
If each element of a row (or a column) of a then B is called the inverse of A and it is denoted by AL,
determinant is multiplied by a constant k, 1 adiA
then its value gets multiplied by k. Also,A = —— |if|A]|#0
If some or all the elements of a row or B |A]
column of a determinant are expressed as a y Properties of Inverse Matrix
sum of two (or more) terms, then the Area of a Trian gl e Let A and B are two invertible matrices of the same
determinant can be expressed as a sum of two order, then
%;)rhmore).deti:r_mlinantfs. i Area of a triangle with vertices (x,, y,), (X,, y,) and @ A B)_1 =BA"!

the equimultiples of corresponding % is iven . N y
elements of other row (or column) are added a8 ELPETLT % 1 (i) (AT) b= (A 1)T
to each. element of any row or column of a 1 N (ifi) adj( A_l) = (adj A)_l
determinant, then the value of the A==|Xy y, 1
determinant remains the same. 2

X3 y3 1

(vii) |AT| =|A|, where A = transpose of A. Applications of Determinants and Matrices

Inverse of a Matrix

Solution of System of Linear Equations using » Unique solution of the equation AX = B is given by
Inverse of a Matrix X=A"B, when|A|#0

(Viii) If A =[aj;]3.3, then [kA| =k’ |A].

(IX) The determinant of the product of matrices is Y Consider the system of equations
equal to product of their respective
determinants, i.e., |[AB| = |A] |B|, where A & .
B are square matrices of same order of a Determinant

* A system of equations is said to be consistent or
Minor and Cofactor of an Element ax+byy+cz=d, inconsistent according as its solution exists or not.
a,x + by +c,z=d, » For a square matrix A in the matrix equation AX =B
;X + by +cyz=d,4 (1) If|A|# 0, there exists a unique solution and the
Minor: The determinant that is left by cancelling the row and system of equations is consistent.

column intersecting at a particular element of a determinant is LetA= [81 b ¢ = 4 (i1) If|A| =0, and (adj A) B # 0, then there exists no
called the minor of that element of the determinant. Minor of e = 2, b o | X=|v|&B=|d solution and the system of equations is

an element a;; of a determinant is denoted by M;;. 2 %2 Q2pa=)Y 2 inconsistent

Cofactor: The cofactor of an element a;; of a determinant is a3 b3 ¢ g d; (iif) If |A| = 0 and (adj A) B = 0, then the system may

iy . . t be consistent according as the system
: 1] Then, we can write, AX =B i.e., or may not ; 1ng yste
denoted by A;; (or Cy) and is equal to (-1) ~ M. has either infinitely many solutions or no solution.
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Mind

Continuity

Algebra of Continuous Functions

Theorem 1: Suppose f & g be two real functions
continuous at a real number ¢, Then

(1) f+ g is continuous at x = ¢

(2) f—gis continuous at x = ¢

(3) fg is continuous at x = ¢

(4) t/g is continuous at x = ¢, (provided g (c) # 0)
Theorem 2: Suppose f & g are real valued functions such
that (fog) is defined at c. If g is continuous at ¢ & if f'is
continuous at g(c), then (fog) is continuous at c.

Continuity of a Function at a Point
Suppose f'is a real function on a subset of the real numbers &
let ¢ be a point in the domain of f. Then f is continuous at ¢ if

lim f(x) = f(c)
X—C

Continuity of a Function in an Interval
Suppose f'is a function defined on a closed interval [a, b], then
for f to be continuous, it needs to be continuous at every point
in [a, b] including the end points a & b.
Continuity of f at a, lim+ f(x)=1£(a)

a

X—

Continuity of fatb, lim f(x)={f(b)
=

X—>
A function which is not continuous at point x = ¢ is said to be
discontinuous at that point

Differentiability

A function f is said to be differentiable at a point ¢
in its domain, if its left hand & right hand
derivatives exist at ¢ & are equal.
Here atx =c,
Left Hand Derivative,

. f(c—h)-f(c
LHD. = Him %h()

—0

=Lf'(c)

Right Hand Derivative,

DIFFERENTIABILITY
-8

A\

im FC*D=FC) _p

" 5
Theorem: If a function f is differentiable at a point
¢, then it is also continuous at that point. Therefore,
every differentiable function is continuous, but the

converse is not true.

Algebra of
Derivatives

Let u, v be the functions of x. A\

\4

/CONTINUITY AND ) Z

Map-5
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Logarithmic Differentiation

Differentiation of Inverse
Trigonometric Functions

f(x) f'(x) Domain of f’

(_ 15 1)
(_ 15 1)
R

R

cosec 'x

Logarithmic Differentiation is a very useful technique to

differentiate functions of the form f(x) = [u(x)]v(x),
where f(x) & u(x) are positive.

We apply logarithm (to base) on both sides to the above
equation & then differentiate by using chain rule, in this
way we can find f'(x). This process is called logarithmic

%(ex)=ex, %(logx):l &%a":axloga
X

Parametric Form

Derivatives of Functions in

the parametric form of an equation.
g—> dy _dy/dt _g'(t)
Here, I axdt or 0]

dy

variables.

The set of equations x = f(t), y = g(t) is called

Here, =2 is expressed in terms of parameter
dx

only without directly involving the main

B—

Implicit Functions

(1) Sum and Difference Rule Chain Rule

(utv)=u=v
(2) Leibnitz or Product Rule
(uv)' =u'v+uv'
(3) Quotient Rule
)'_u‘v—uv‘ dy dyxduxdv

2 Then, o e

If'y is a function of u, u
is a function of v & v is
a function of x.

v

An equation in the form f(x, y) = 0 in which y is
not expressible in terms of x is called an implicit
function of x & .

Derivative of Implicit Functions

Let y = f(x, y), where f(x, y) be an implicit function
ofx &y.

* Firstly differentiate both sides of equation w.r.t x

e Then take all terms involving % on LHS. &

remaining terms on R.H.S. to get the required
value.

)—

Second Order Derivative

Mean Value Theorem

Let y = f(x), then % =f'(x)

fa)y fc)k f(b)

(a, f(a)) & (b, f(b)).

If f: [a, b] > R is continuous on [a, b] & differentiable
on (a, b). Then there exists some c in (a, b) such that

The Mean value Theorem states that there is a point ¢
in (a, b) such that the slope of the tangent at (c, f(c)) is
same as the slope of the secant between (a, f(a)) and
(b, f(b)) or there is a point ¢ in (a, b) such that the
tangent at (c, f(c) is parallel to the secant between

If f'(x)is differentiable, then we may
differentiate it again w.r.t. x & get the sec
order derivative represented by:

dx \dx

2
i(d_y) or % or f"(x)or D’y or y" or y,

ond

Rolle's Theorem

in (a, b) such that f'(c) =0
Y

/]

I
' |
X'« i Ly x
¢ a ¢ C b
M

derivative of f(x) at that point.

If f: [a, b] > R is continuous on [a, b] & differentiable
on (a, b) such that f(a) = f(b), then there exists some ¢

In the above graph, the slope of tangent to the curve at
least at one point becomes zero. The slope of tangent at
any point on the graph of y = f(x) is nothing but the

KOLKATA
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Test of Local Maxima & Minima

Mind Map-6

First Derivative Test:
Let f(x) be a function differentiable at x = a. Then
(a) x=aisapointoflocal maximum of f(x), if

Increasing and
Decreasing Functions

(1) () LetIbe an open interval contained in the domain of a

real valued function f. Then fis said to be

(1) increasingonlifx; <x,inl
=1(x)) <1f(x,) V x, %, €l.

(i1) strictly increasing on [ if x, <x, in I
= f(x)) <f(x)) Vx|, x, € L.

(iii) decreasing on Iif x; <x,in1
=f(x)) > 1f(x,) VX, %, € L.

(iv) strictly decreasingonlifx, <x,inl
=1(x)>f(x,) VX, x, € L.

(II) A function fis said to be increasing at x,, if there exists an

interval I=(x,—h,x,+h),h>0suchthatforx,, x,
X, <x,inl= f(x,)<f(x,)

Rate of Change of Quantities

The rate of change of y with respect to x at a

point x = X, is given by (@
dx Jx=x,

Note that % is positive if y increases with
increase in x and is negative if y decreases

with increase in X.

Maxima and Minima

Similarly, the other cases i.e., strictly increasing, decreasing and i ;

strictly decreasing can be clarified.

(2) Afunction f(x) defined in the interval [a,b] will be
Monotonic increasing < f'(x)>0 x € (a, b)
Monotonic decreasing < f'(x)<0x € (a, b)
Constant function < f'(x)=0x € (a, b)

Strictly increasing <> ' (x)>0x € (a, b)
Strictly decreasing < f'(x)<0x € (a, b)
Properties of Monotonic Functions

APPLICATION OF
DERIVATIVES

(1) If f(x) and g(x) are monotonically (strictly) increasing
(decreasing) functions on [a, b], then gof (x) is a
monotonically (strictly) increasing function on [a, b].

(2) If one of the two functions f (x) and g(x) is strictly
(monotonically) increasing and other is strictly
(monotonically) decreasing, then gof (x) is strictly

(monotonically) decreasing on [a, b].

Tangents and Normals

The equation of the tangent at (x,, y,) is given
below:

Y=Yo=m(X—X,),

where m=slope of tangent = (—J
& J(w, )
f' (x,)

The equation of the normal at (x,, y,) is given
below:

1
YYo= —(x=%),
where m=slope of tangent at (X, y,)

or

1.Letfbe a funciton defined on an interval I. Then
(a) fissaid to have a maximum value in I. if there

exists point ¢ in I such that f(c) > f (x), for all
xel

f(c) is the maximum value and point ¢ is a
point of maximum value of fin L.

(b) fis said to have a minimum value in [. if there

exists a point ¢ in [ such that f(c) < f(x), for all
xel
f(c) is the minimum value and point ¢ is a
point of minimum value of fin I.
fis said to have an extreme value in I if there
exists a point ¢ in I such that f(c) is either a
maximum value or aminimum value of fin I.
f(c) is an extreme value and point c is called
an extreme point.
Let f be a real valued function and let ¢ be an
interior point in the domain of f. Then
(a) ciscalledapointoflocal maxima ifthere
isanh> 0 such that
f(c) > f(x), forallxin(c—h,c+h)
The value f(c) is called the local
maximum value of f.
(b) ciscalled apoint of local minima if there
isanh> 0 such that
f(c) <f(x), forallxin(c—h,c+h)
The value f(c) is called the local minimum
value of f.
Let fbe a function defined on an open interval
1. Suppose ¢ € I be any point. If f has a local
maxima or a local minima at x = ¢, then either
f'(c)=0or fisnotdifferentiable atc.

Let f be a function defined on an interval I and ¢ € 1. Let f be
twice differentiable at c. Then

(1) f'(a)=0and

(i1) f'(x) changes sign from positive to negative as x
increases through a

x =aisapoint of local minimum of f(x), if

(1) f'(a)=0and

(i1) f'(x) changes sign from negative to positive as x
increases through a

Iff'(a) =0, but f'(x) does not change sign as x increases

through a, that is f'(a) has the same sign in the complete

neighourhood of a, then a is neither a point of local

maximum nor a point of local minimum. In this case,

x=aisapointofinflection.

Second Derivative Test:

(1) x=cisapointoflocal maximaiff'(c)=0andf" (c)<0
The value f(c) is local maximum value of f.

(il)) x=cisapointoflocal minimaiff'(c)=0andf"(c)>0
Inthis case, f(c) is local minimum value of f.

(iii) Thetest failsiff'(c)=0and f"(c)=0
In this case, we go back to the first derivative test and
find whether c is a point of local maxima, local minima
orapoint of inflection.

A

Absolute Maxima & Absolute Minima

Let fbe a continuous function on an interval [ = [a, b]. Then f
has the absolute maximum value and f attains it at least once
in 1. Also, f has the absolute minimum value and attains it at
leastonceinl.

Let fbe a differentiable function on a closed interval I and let ¢
be any interior point of I. Then

(1) f'(c)=0iffattains its absolute maximum value at c.

\

Approximations

Let y = f(x), Ax be a small increment in x &
Ay be the increment in y corresponding to the
increment in X, i.e., Ay = f(x + Ax) — f(x).
Then approximate value of

ay= (B

(i1) f'(c)=0if fattains its absolute minimum value atc.

Steps for Finding Absolute Maxima
and/or Absolute Minima

differentiable.
(i) Taketheend pointsoftheinterval.

absolute minimum value of f.

(i) Findall critical points of fin the interval, i.e., find value of x where either f' (x) =0 or fis not

(ii1) Atalltheabove points (instep (i) and (ii)) calculate the value of f.
(iv) Identify the maximum and minimum values of fout of the values calculated in step (iii). The
maximum value will be the absolute maximum value of fand the minimum value will be the
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INDEFINITE INTEGRAL

(1)

(3)

Standard Integrals

Integration by Substitution

n+l

@ [x"dx= X+1+C,n¢—1
n

(ii)fldx=1og|x|+c
X
(iii) [e*dx =¢* +C
X
() [a*dx="—+
loga
W) J.sinxdx =—-cosx+C

(vi) J.cosxdx =sinx+C

(vii) Iseczxdx =tanx+C
(viii) jlcoseczxdx =—cotx+C
(ix) Isecxtanxdx =secx+C

x) Icosec xcotxdx =—cosec x+C
(xi) J‘cotxdx=log|sinx|+C
(xii) [tanxdx =log| secx | +C
(xiii) [secx dx = log | secx+ tanx | +C
(xiv) J.cosec xdx =log|cosecx—cotx |[+C
1 . -1 %

(xV) | ——=dx =sin (—)+C

-[ [a2 _ X2 a
(xvi) ."—;dx =cos! (§)+ C

[az —X2 a
(Cxvii) | ] ge=dignd (f)+c
al+x? a a

(xviii) 21 5 =1cot‘1(3)+c
a“+x a

a

: 1 1 _4(x
- Ix== 2l+c
(XIX)'[X S asec (a)+

dx = lcosec_1 (3) +C
a a

e

A change in the variable of integration
often reduces an integral to one of the
fundamental integrals. The method by
which we change the variable of

Mind

(5)

integration to some other variable is known
as the method of substitution.

N
Integration by Parts

Consider I = J.f (x)dx
dx
Put x = g(t 3 — =gt
ut x = g(t), so & g't)
ie,dx=g'(t)dt

Some Important Substitutions are:

Function Substitutions

a2 —x2 x=asinBorx=acos0

fuvdx u_[vdx I|: Ivdx:|

Here, uis the first function & v is the second function.
Selection of first function : For applying integration
by parts, we choose the first function as the function
which comes first in the word ILATE, where

Thus, I = _[f(x)dx = _[f(g(t))g (t)dt I stands for the inverse trigonometric function

stands for the logarithmic function
stands for the algebraic functions
stands for the trigonometric functions
stands for the exponential functions

(sin_lx, cos_lx, tan"lx etc)

2 2 X =atan O

2 2 | x=asecH

X" —a
(@)

Integration Using Partial Fractions

(2)

Methods of Integration

When integration cannot be reduced into
some standard form, then integration is
performed using following methods :

(1) Integration by Substitution

(ii) Integration using Partial Fractions
(iii) Integration by Parts

ot
Q)
where P(x) & Q(x) are polynomials inx & Q(x) # 0.

Consider a rational function of the form

If degree of P(x) is greater than the degree of Q(x),

then we may divide P(x) by Q(x) such that
N Q( )

where, T(x) is a polynomial in x & degree of R(x)

is less than the degree of Q(x).

T(x) being a polynomial can be easily integrated.
Biz) can be integrated by expressing Riz) as the
Qx Q)

sum of partial fractions of the following types:
@) px+q A A LB B
(x—a)x-b) x-a x-b
(ii) px+q =L+ B
-2 x-2 (x-a)
(iii) px2+qx+r =L+L+L
(x- a)(x b)(x-¢) x-a x-b x-c¢
) px +qx+r __A A B +L
x- a) (x-b) x-a (x a)> x-b
px +qgx+r =L+ Bx+C
(x—a)(x2+bx+c) x—a x%+bx+c

,azb

@iv

where x2+ bx + ¢ cannot be factorised further.

(6)

Integrals of Some Special Functions

L dx |x—a|
1 C
(I)Ixz—a g|X+a|+

la+x|
Ela—x|

(ii) I%=logx+\/x2—a2 +C
(iv) Iﬁ=logx+\/x2+a2 +C

+C

.. dx
@) |75 = 508

Map-7
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DEFINITE INTEGRAL

(3)
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Fundamental Theorem of Calculus

Definite Integral

The definite integral of f(x) between the limits a to b i.e.,
in the interval [a, b] is denoted by
b

If(x)dx and is defined as follows:

[fx)dx =[F(x)E = F(b)-F(2)

where, [f(x)dx = F(x)
b

The definite integral If(x)dx is also defined as the area

a
bounded by the curve y = f(x), the ordinatesx =a,x=b
and the x-axis

Y

Theorem 1 : Let f be a continuous function on the closed interval [a, b] and

let A(x) be area function. Then A'(x) = f(x), V x € [a, b]

Theorem 2 : Let fbe a continuous function defined on the closed interval [a, b]

& F be the anti-derivative of f.

b
Then [ f(x)dx =[F(x + o} = F(b) ~F(a)

This isncalled the definite integral of f over the range [a, b], where a & b are
called the limits of integration, a being the lower limit & b the upper limit.

@

Evaluations of Definite Integrals by Substitution

Consider a definite integral of the following form

b
[feE)e®dx

a
To evaluate this integral we proceed as following
Step 1 : Substitute

Step 2 : Find the limits of integration in new system of variable, i.e. the

lower limit is g(a) and
g(b)
the upper limit is g(b), and the integral is now I f(t)dt

g(@)

Step 3 : Evaluate the integral so obtained by usual method.

(5)

Properties of Definite Integrals

Definite Integral as the Limit of a Sum

b b
() [fydx = [f(t)dt

Some Special Types of Integrals

(7)

Two Standard Forms of an Integral

@) [e*[ftx) +£'0))dx = e* £(x) + C
(@) [[xE'(x) + £(x)dx = x£(x) +C

2

@) x2—a2dx=§ 2—a2—%logx+\/x2—a2 +C
2

(ii) x2+a2dx=§ 2+az+a?logx+\/xz+a2 +C
2

(iii)_[\/a2 —xzdx=£\/a2 -x2 +a7sin_1 (i)+C

(iv) Integrals of the typesf 2

+bx+c I\/ax2+bx+ c

can be transformed into standard form by expressing

bx ¢
ax2+bx+c=a|:x2+ + ]
a

( b )2 c_ b
=al|x+—| +|=-—

2a a 42
v) Integrals of the types Iﬂdx

ax? +bx+c
- J- px+q
Vax? +bx+c
can be transformed into standard form by
expressing  px+q= A%(ax2+ bx+c)+B

=A(2ax +b) + B where A & B can be determined
by comparing coefficients on both sides.

b
If(x)dx = lim[f(a)+ fla+h)+———+f(a+ (n—1)h)]
a h—0

or

If x)dx=(b- a) hm —[f(a) +f(a+h)

+———+f(a+(n-1h]

b-a
where, h=———0asn— e
n

The above expression is known as the definite
integral as the limit of a sum.

a
b c b

(iii) [£(x)dx = [f(x)dx + [£(x)dx wherea <c<b
b b

(v) [f@dx = [f(@+b-x)dx

a a

(v)if(x)dx =jf(a —x)dx
0 0

-a 0

2a a a
wif) [ f(x)dx = [f(x)dx+ [ f(2a-x)dx
0 0 0
2a a
(vitf) [ £(x)dx = 2[ £(x)dx, if f(2a—x) =f(x)

0 0
=0, if f(2a =x) = f(x)

b a a
(i) [ £(x)dx = [ £(x)dx, inparticular [ (x)dx = 0
b a

) | £(x)dx = 2[ £(x)dx, if f(x) is an even function i.e., f-x) = f(x)

[ £(x)dx =0, if (x) is an 0dd function i.c., fi—x) =—f(x)
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Case-ll
Y
Area of the region bounded by a Curve y = f(x) & x-axis between Case-I
the two ordinates _ 1)
Y AY 2 X< %
S N >< O\L
y=Jjx . — [ ' _ s
_——~\45 Remark : T v, =g () gxﬂly%
S
SLE ETT L v oy A = [[g(0) - f(x)]dx
A 0 a
A Y= ()
x=b Y’ Yy x=a x=c x=b
X< 3 dx ) X If the position of the curve under consideration c b Case-lll
.2 is below the x-axis. Then, area is negative. A= I f(x)dx + .[ g(x)dx
b b b So, we take its absolute value, i.e.,
! ¢ Ya ym=g®/
Area, A = [dA = [ ydx = [f(x)dx b
a a a Area (A) = If(x)dx T =f®)
a
x=a x=b
Area between 5 g
Area under APPLICATION B diff ' C (A
Y!
L] = =
simple curves ™" |OF INTEGRALS eren” -orves S
a
Area of the region bounded by a curve x = f(y) \n\
and y-axis between two abscissae. Case-V = ™
ase-
Y A4
y=d §=u 13 Y
A A Vi :f(x) y2:g(x)
. P x=gy) | dy : : A ‘!', ‘
g ) L | =g @) P R
x=g0) 1 1 I I st
y=c I I I | N
1 | I I N
. Y=k 5 R I I I I
X ) X X'€ >X : : : : . .
Y’ Y X'< ' ' ' ' > s 5
d d If the position of the curve under 0 a ¢ i ¢ X o
Rien A= J‘ o= J‘ d consideration is on the left side of y-axis. ‘v" Y
o &= | Y= | SO0 Then, area is negative. So, we take its Y B g g
¢ & absolute value, i.c., g d b A—IH@J‘QXWK+I@@)‘HQFM
’ A= [(y1-yp)dx+ [ (va-y)dx+ [ (- y2) dx a :
Area (A)=|[g(y)dy 8 ¢ d
C
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Mind Map-9

Order of

Differential Equation

Differential Equation

The order of a differential equation is the order of the
highest derivative occuring in the differential equation.

For example

d2y

? +y=0 isasecond order differential equation.

3
3 2
&y +x2 dyl 01is a third order differential
dx3 dx?

equation.

An equation containing an independent variable,
dependent variable & differential coefficients of
dependent variable w.r.t. independent variable is
called a differential equation.
Forexample,

d2y

Sdy o .d
i) ay =sinx (11)ay+xy= cotx (iii) Q_K-F@’: x?
A differential equation involving derivatives of the
dependent variable w.r.t only one independent
variable is called an ordinary differential equation.
Above equations are all ordinary differential
equations.

when it is a polynomial of the differential coefficients i.e.,
differential coefficients free from radicals & fractions.

For example

a3 iy Y
Since, —Z+x2 _}27 =0 as order =3
dx

dx
. &’y
its degree = 1, as @ has power 1.

Degree of Differential Equation
The degree of a differential equation is the highest degree of
the highest derivative occuring in the differential equation

E)IFFERENTIAL 8-

WWW.CD360.IN

Differential Equations with
Variables Separable

equation is of the form gx—y =F(x,y)

Above equation can also be written as:

%ﬂwmm

Separating the variables, we have hd—y g(x)-dx

EQUATIONS

'3+ »

Integrate both sides I% = I g(x)-dx
y

which is the required solution.

If a first order-first degree equation can be expressed in such a manner that coefficient of dx is f(x) &
coefficient of dy is g(y), then we say that variables are separable. A first order-first degree differential

[if F(x, y) can be expressed as product of g(x) & h(y)]

Linear Differential Equations

Homogeneous Differential
Equations

Solution of Differential Equations

Y

Any relation between the dependent & independent variables
(not involving the derivatives) which, when substituted in the
differential equation reduces it to an identity is called a ‘solution
of'the differential equation’.

General Solution : The solution which contains a number of
independent arbitrary constants equal to the order of the equation
is called general solution.

Particular Solution : Solutions obtained from the general
solution by giving particular values to independent arbitrary
constants are called particular solutions.

Formation of
Differential Equation

Formation of a differential equation from a

curves means finding a differential equation
whose solution is the given equation.

The order of a differential equation
representing a family of curves is same as
the number of arbitrary constants present in

curves.

given equation representing a family of

the equation corresponding to the family of

A differential equation of the form % + Py =Qwhere P&Q

are constants or functions of x only, is known as a First Order
Linear Differential Equation.

dy . dy (lj X
—L +y=sinx, 2 +| — |y=¢
ax Y = \x/)

are some examples of Linear differential equations.

Steps to Solve First Order Linear Differential Equation :

(1) Write the given differential equation in the form gx—y +Py=Q

(i1) Findthe Integrating Factor (I.F) :eJ. .

(ii1) Write the solution of the given differential equation as
Y(LF) = [(QxLF)dx+c
Note that if the first order differential equation is in the form

E +P’x=Q" where P'& Q'are constants or functions of y only.

ThenLF= ¢
given by

x(LF)= [(Q@x1LF)dy+c

Y : : g s
& the solution of the differential equation is

Anequationinx & y is said to be homogeneous
dy _ f&x,y)
gx.y)

f(x,y) & g(x,y) are homogeneous functions of the
same degree inx & y.

ifitcan be put in the form where

dy
Here, (x—y)—=—=x+2
( Y)dx y

o SE g T
dx x-y
differential equation.

is an example of homogeneous

To solve the homogeneous differential equation
dy _ fxy)
dx  g(x,y)’

dy dv

Substitute y=vx & s0 —=v+x—
ul y=vx i v xdx

xdv dx dv
Th —_— —_——
us v+ o F(v)= x F)—v

Therefore, solution is g =J‘ v +c

X FW)-v

KOLKATA
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Position Vector

Let O be the origin & P be a point in
space having coordinates (X, y, z) with
respect to the origin O. Then the vector

op iscalled the position vector of the
point Pwith respectto O.

0P| = i+ 3%+ 22

The anglesmade by Qp with positive
direction of x, y, & z-axes (say o, B & y
respectively) are called its direction
angles, and the cosine value of these
angles i.e., cos o, cos B & cos 7 are
called direction cosines of OP |
denoted by /. m & nrespectively.

Mind Map-10

Vector Quantity

a
S
>

A quantity which has magnitude & also a direction in space is called a vector quantity.

vector denoted as [AH| or [d or a.

The direct line segment AB is a vector denoted as AB or &. The point A from where

the vector AB starts is called its initial point, & the point B where it ends is called its
terminal point. The distance between these two points is called the magnitude of the

WWW.CD360.IN

Vector Joining Two Points

. AB=0B-04

‘E‘ :\/(xzfxl)2+(y2‘y|)2+(zzle)2

LetA(X,,y,,7) & B(X,, y,, z,) be any two points in the space, then Od = x,i + y,j + zk & OB = x,i + y,] + 2,k
:(xz_xl) i+ (yz_y1)-;+(zz_z

»
'

Section Formulae

— 8

Types of Vectors

VECTOR )

Scalar (or dot) Product
of Two Vectors

i _ALGEBRA

. Zero Vector : A vector whose
initial and terminal points

Addition of Vectors

coincide, is called a zerof |
vector (ornull vector) denoted
as Q. Ithas zero magnitude.

. Unit Vector : A vector whose
magnitude is unity (i.e., 1
unit) is called unit vector. The
unit vector in the direction of’

isdenotedas .

. Coinitial Vectors : Two or
more vectors having the
same initial point are called
coinitial vectors.

. Collinear Vectors : Two or
more vectors are called (i)
collinear, if they are parallel
to the same line, irrespective
oftheir magnitude. ”

. Equal Vectors : Two vectors (i)
are said to be equal, if they
have same magnitude &
direction regardless of the

A

. Triangle Law of Vector Addition
C

2. Parallelogram Law of Vector
Addition

a
Properties of Vector Addition :

AC=4B+BC
B

For any two vectors 3 &b,

i+b=b+d
(commutative property)»

For any three vectors a,b, &¢,
@+b)+C=d+(b+0)
(Associative property)

position of their initial
points.

. Negative of a vector : A
vector whose magnitude is
the same as that of the given
vector, but the direction is
opposite to that of'it, is called
negative of the given vector.

Component of Vector

Multiplication of a
Vector by a Scalar

Multiplication of any vector a by a
scalar A is denoted as Ad & its
magnitude is given as:

S EAER
Unit Vector in the Direction of a
given vector : A unit vector in the
direction of given vector (8) is given
as: 4=—7a.

EY

C(0,0,1)

OA A, OB & OCare unit vectors along X,y&z
axes respectively, denoted by i, j & k
respectively
Position Vector of P with reference to O is
given by:

OP(or T) = Xi+ yj+ zk.

This form of any vector is called its
component form.

Also, (OP)—|r|—\/x +y +z

Consider two vectors & =ayi+a,]+ask
& b bll + b2_] + b3k, then

(i) 8+b=(aytb))i+(aby)]+ (a3t by)k.

(i1) Vector 8 & b are equal if & only if :
=b,a,=b,&a, = b3

(iii) ka Aagi+ Xaz j+ l,a3k

Let G & b be the two non-zero vectors
inclined at an angle 0, then scalar
product is defined as :

ab=ldl|b| cos®,0<0<m
Observations:

(i1) externally, is given by

The position vector of a point R dividing a line segment joining
the points P & Q whose position vectors are G & b respectively,

in the ratio m : n

mb +na

(i) internally, is given by

m+n
mb —na
m-n

The position vector of the middle point of PQ is given by % (Zz +b )

is a real number

e The scalar product is commutative
a-b=b-a

Projection of Vector
Along a Directed Line

Projection of a vector 5 on other vector p, is
given by . h
g B ( b j @-b)
Bl) 15

Vector (or Cross) Product
of Two Vectors

Properties Regarding
Scalar and Vector Product

Scalar Product Property :

(i) For three vectors 3,b & ¢,
d-(b+¢)=4d-b+4d- ¢ (distributive property)

(ii) For two vector § & b & any scalar A,
(Ad)-b=A@E-b)=8-(Ab)

Vector Product Property: _

(1) For any three vectors a,b & ¢,

ax (b+ ¢) = (ax b) + (ax ¢) (distribution property)

(i) For any two vector a & b and any scalar A,

AM@xb)=(Ad)xb=ax(Ab).

Let @ & b be twonon-zero vectors inclined at an angle 6.
Then, vector product is defined as : @ x b =lal |6l sin6
where, 7 is a unit vector perpendicular to both vectors
@&b ,suchthat a,b &n formarighthanded system.
Observations:
e Gxb isavector
oixi= jxj:kxk:
o |Zi X b|
sin© |£_i| | El
N
L

Vcct%r pr(%duct is not commutative.

]xz =—k kxj=—i&ixk=-
If represent the aﬂl] gceﬁ sides of a triangle,
thenits areais givenby 2!%*

&b
It “ represent the adjacent sides ofja, ‘ |
parallelogram then its area is given by

Cross Product.of Vectors m CqmgopentForm
Lta—az+az]+a3 bi+b,j+bk, Then

axb=lg, a, a,

bl bZ bS
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Direction Ratios of a Line (DR's)

o L_m_

a b ¢

o !

n

b
=+ ) > 2’m=i
V@’ +b +c Ja® +b* + ¢

Any three numbers a, b and ¢ proportional to the direction cosines
[, mand n, respectively are called direction ratios of the line.
e The direction ratios of a line passing through two points

P(x,, y1, z) and Q(x,, y,, z,) are (X, = X,), (> — 1), (2. — 2,)

©)

Mind

Direction Cosines of a Line (DC's)

©)

Equutiornf a Line

Invector form, 7 =g +\b
In cartesian form,

X=X - Y= -

a b c

Z'~Zj

with position vectors a and b :
Invector form, 7 =a+ Ab —a)
In cartesian form,
TR TN ETA where,
T T TS B

. Equation of a line through a given point with position
vector 4 and parallel to a given vector p :

where, T = xi + yj+ zk, d = x1i+ y13'+2112,6 =ai+bj+ck
Here, a, b, c are also the direction ratios of the line.

. Equation of a line passing through two given points

T =fo+ yj-l:zf(, A
§=X1i+y1j+zlk
&b=X2i+y2j+sz

The direction cosines are generally denoted by /, m, n.

Hence, /= cos o, m = cos B, n =cos y

Note that > +m? +n% =1

THREE
DIMENSIONAL
GEOMETRY

®

@

Shortest Distance Between Two Lines

®

Angle Between Two Lines
In vector form,
The angle between two lines
f=4d; +Aby & T =4, + b, is given as:
cos 0= %
Al
In cartesian form,
The angle between two lines :
XX _Y N_zZ°7%
4 b il
XX Y V2 _Z278 .
ay by c

and

= | a4, +bb, +¢c, |
a2 +82+ a2 +82 +< |
cos0=|/,[,+mm,+nn,
e Iftwo lines are perpendicular, then
B 5,=0 or a,a,+bb,+c,c,=0
e Iftwo lines are parallel, then b =\,
ot g b 8

cos 0

a b ¢

an

d=

1. Distance Between Parallel Lines

The shortest distance between parallel lines
L:F=a+Ab and L,:F=a,+pbis
b x (4, - &)

5]

. Distance Between Two Skew Lines

In vector form,
The distance between two skew lines
T=8;+Ab, & T =8, +pb, is given as:
J=|Gxb) @ -a)
|bl xb, |

In cartesian form,
The distance between two skew lines :
XX YN _Z27%
a by 1

X—X - Z—7Z .
d 2_Y~¥Y2 _ 2 o

32 b2 02

=% V2N H—E
q b 4
a, b, (5
Woe, by + (et —emy (@b, ab)y

Equatior;'of a Plane
in Normal Form

Vector Form

Foi=d
Here T =xi+ yj+zk
fi is the unit vector along the
normal from origin to the
plane.
d is perpendicular distance of
the plane from the origin.
Cartesian Form
Ix+my+nz=d
where /, m, n are the direction
cosines of # (unitvectoralong
the normal from origin to the
plane).

Map-11
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Equuﬁoﬁf a Plane
Perpendicular to a Given Vector
and Passing Through a Given Point

Vector Form

Let a plane pass through a point with position

vector @ and perpendicular to the vector N.

Then its equation is givenas: (7 — @) - N =0

Cartesian Form

Let a plane pass through a point (x,, y, z,) & the

direction ratio of the vector perpendicular to the

planebe A, B, C. Then its equation is given as:
Axx-x)+By-y)+Cz-2z)=0

WWW.CD360.IN
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Intercept
Form
of the

Equation
of a

Equation of a Plane P\c-llssing Through
Three Non-Collinear Points

Vector Form
[Fbe]+[Fab]+[Feal=[abe]
or (F—ad)-[b—a)x (¢ —@)] =0 Plane

where,d,b,¢ are the position vector of three given non- y.7_,

X
collinear points through which the plane passes. 4 + b e

Where a, b, ¢ are
the intercepts
made by the
planeonx,y & z
axes
respectively.

Cartesian Form
The equation of plane passing through three non-
collinear points Y with coordinates (x,, y, z,),

(X, Y5, Z,) & (X5, Y3, 2,) 1S given as:
X=X V=0
N

Z—z]

X, =% z,—z|=0

X=X V3= 0W

2;—4

(10)

@

of Two Given Planes

Plane Passing Throng'h the Intersection

Coplanarit;';f Two Lines

Vector Form

two planest-n; =d; and 7 -1, =d, is given as:
7 (n, + Miy) =d, + \d,
f;rtesmn Form fi, :Ali N Blj N le<
I_iz — Azi '1" sz + C}\zl;
and T = xi + yj+zk,
therefore its cartesian equation is:

Ax+By+Cz-d)+MAx+By+Cz—

Equation of plane passing through the point of intersection of

Vector Form
Two lines 7 =g, +M§1 and 7 =4, +ub,

are coplanar, if (@, —4,)- (51 X l;z) =0

Cartesian Form
H_YTh_z27%
q b <
xX—x - z—z
and 2 Y~V _ 2
a, b, C;

X, =% V2—N

.
Two lines

d)=0

are coplanar, if =4

(19

Angle Between a Line and a Plane

13

Vector Form
Angle between a line
T=a+Aband aplane 7-i=d is

N’

Distance of a Point Angle Between Two Planes

from a Plane

Vector Form : The angle between two

cosO= l_’.—n

IB] 17l
Cartesian Form
X _ Y N1_277 i
a by <
and a plane a)x + b,y + ¢,z =d is given as:

Angle between a line =

cos0 = | aa, +bb, +cc) |
‘\/af +b +cf \/af +b} +c2 |
If line is perpendicular to the plane,

then i=Ab or

L a b, G
If line is parallel to the plane, then

Vector Form
Distance of a point with
position vector g from a plane

Cartesian Form
Distance of a point (x,, y;, Z;)
from a plane: ax + by +cz=d is
givenas:

ax, +by, +cz,—d

planes

T-i=d) & T-i=d, is given as:
L
Il |
Cartesian Form The angle between two
planes a;x +byy+c;z+d; =0

cosf=
-fi=d is given as:
|a-7i—a|

Al and a,x + b,y + ¢,z +d, = 0 is given as
aa, +bb, +¢c,

@+ B+ a2 +B +

e If two planes are perpendicular, then
nen,=0 or aa,+bb,+cc, =0

e [ftwo planes are parallel, then

cosf=

Jal +b* + ¢

n-b=0 or aa,+bb,+cc,=0

11
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Mathematical form of Linear
Programming Problems

The general mathematical form of a linear

programming problem may be written as follow.

Objective Function: Z=C x+C,y

Subject to constraints are:

a,x+by<d,

a,x+b,y<d,etc

and non-negative restrictionsare x>0,y >0

(1) Objective Function : A linear function
Z = ax + by, where a & b are constants,
which has to be maximized or minimized
according to a set of given conditions, is
called a linear objective function.
Decision Variables : In the objective
function Z = ax + by, the variables x, y are
said to be decision variables.
Constraints : The restrictions in the form of
inequalities on the variables of a linear
programming problem are called
constraints. The condition x > 0, y > 0 are
known as non-negative restrictions.
In the constraints given in the general form
of'a LPP there may be anyone of the 3 signs
< =it

e e

Mind

Linear Programming Problems

A linear programming problem is concerned with finding the
minimum or maximum value of a linear function Z (called
objective function) of several variables (say x & y), subject to
certain conditions that the variables are non-negative & satisfy

aset of linear inequalities (called linear constraints).

Map-12
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Corner Point Method of Solving LPP

Steps Involved :

(1) Find the feasible region of the LPP & determine its corner points (vertices)
either by inspection or by solving the two equations of the lines intersecting at
that point.

(2) Evaluate the objective function Z = ax + by at each corner point. Let M & m,
respectively be the largest & smallest values of these points.

(3) (i) When the feasible region is bounded, M & m are the maximum &

minimum values of Z.
(i) Incase the feasible region is unbounded, we have:
(a) M is the maximum value of Z, if the open half plane determined by

has no maximum value.

Some Important Terms
Related to LPP

Feasible Region : The common region
determined by all the constraints

-8

including non-negative constraints x, y >0
of linear programming problem is known
as feasible region (or solution region). If

a

LINEAR

PROGRAMMING

B ax + by >M has no point in common with the feasible region. Otherwise, Z

(b) Similarly, m is the minimum value of Z, if the open half plane
determined by ax + by < m has no point in common with the feasible
region. Otherwise, Z has no minimum value.

Types of Linear Programming Problems

]

Manufacturing Problems

In such problem, we determine the number of units of different products which should be produced and sold by a firm
when each product requires a fixed man power, machine hours, labour hour per unit of product, ware house space per
unit of the output etc., in order to make maximum profit.

Diet Problems

We determine the amount of different types of constituents or nutrients which should be included in a diet so as to
minimise the cost of the desired diet such that it contains a certain minimum amount of each constituent / nutrients.
Transportation Problems

In these problems, we determine a transportation schedule in order to find the cheapest way of transporting a product
from plants/factories situated at different locations to different markets.

we shade the region according to the given
constraints, then the shaded area is the
feasible region which is the common area
of the regions drawn under the given
constraints.

Feasible Solution : Each point within &
on the boundary of the feasible region
represents feasible solution of constraints.
Note that in the feasible region there are
infinitely many points which satisty the
given condition.

Optimal Solution : Any point in the
feasible region that gives the optimal
value (maximum or minimum) of the
objective function is called an optimal
solution.

Theorems for Solving Linear
Programming Problems

Theorem 1

Let R be the feasible region (convex polygon) for a
linear programming problem and let Z = ax + by be
the objective function. When Z has an optimal
value (maximum or minimum), where the
variables x and y are subject to constraints
described by linear inequalities, the optimal value
must occur ata corner point of the feasible region.
Theorem 2

Let R be the feasible region for a linear programming
problem, and let Z = ax + by be the objective function.
IfR is bounded then the objective function Z has both
maximum and minimum value on R and each of
these occurs ata corner point of R.

- a

Mathematical Formulation of Linear Programming Problems

The following Algorithm will be helpful in the mathematical Formation of L.P.P.
Algorithm
Step-1 In every LPP certain decision are to be made. These decision are represented by decision variables. These

Step-2 Identify the objective function and express it as a linear function of the variables introduced in step 1.
Step-3 In a L.P.P the objective function may be in the form of maximizing profits or minimizing costs, so after

Step-4 Identify the set of constraints, stated in terms of decision variables and express them as linear inequations or

decision variable are those quantities whose values are to be determined. Identify the variables and denote
them byX s X 5% ses

expressing the objective function as a linear function of the decision variables, we must find the type of
optimization i.e. maximization or minimization identify the type of objective function.

equations as the case may be.

Solution of the Linear Programming Problems

First of all formulate the given problem in terms of mathematical constraints and an objective function.

The constraints would be inequations which shall be plotted and relevant area shall be shaded and check that feasible
region is bounded or unbounded.

The corner points of common shaded area shall be identified and the coordinates corresponding to these points shall
be substituted in the objective function.

The coordinates of one corner point which maximize or minimize the objective function shall be optimal solution of
the given problem.

Note that if feasible region is unbounded, then a maximum or a minimum value of the objective function may not
exist. However, if it exists, it must occur at a corner point of feasible region.

KOLKATA
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Conditional Probability

If E and F are two events associated with the sample space of a random

WWW.CD360.IN
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Random Variable & its Probability Distributions

A random variable is a real valued function whose domain is the sample space of a

experiment, the conditional probability of the event E given that F has occured is

givenas:

P(ENF) _n(ENF)
PEF) = "pE) = nF) PE)£0
Properties of Conditional Probability

1. LetE &Fbeeventsof sample space S of an experiment, then we have

P(S/F)=P(F/F)=1.

2. IfAand B are any two events of a sample space S & F is an event of S such

that P(F) #0, then

P((AUB)/F)=P(A/F)+P(B/F)— P((ANB) /F)

In particular if A and B are disjoint events, then
P((AuB)/F)=P(A/F)+P(B/F)
P(E'/F)=1-P(E/F)

random experiment.
The probability distribution of arandom variable X is the system of numbers.
X ©x x5 ..x

n

PX): p, P, .- Da

n
where,p;>0, ¥ p;=1,i=12,...,n
i=l1

ie.,P(X=x)=p;

The real numbers x,, x,, ...,x, are the possible values of the random variable X and
p; i =1, 2, .., n) is the probability of the random variable X taking the value x;

Multiplication Theorem on Probability

P(E nF)=P(E) P(F/E)
= P(F) P(E/F)
provided P(E) # 0 & P(F) # 0

Fortwo events E & F associated with a sample space S, we have

The above result is known as Multiplication Rule of Probability.

Mean of a Random Variable

PROBABILITY

Independent Events

The mean (p) of a random variable X is also called the expectation of X, denoted by E(X)

n
EX)=p=73% Xipj

i=1
Here x|, X,, ...,X, are possible values of random variable X, occuring with probabilities p,, p,, ...
respectively.

Variance of a Random Variable

Two or more events are said to be independent if
occurrence or non-occurrence of any of them does
not affect the probability of occurrence or non-
occurrence of other events. For example, when two
cards are drawn from a pack of 52 playing cards
with replacement (the first card drawn is put back in
the pack & then the second card is drawn).
(i) IfE & F are independent, then
P(ENF)=P(E)P(F)
P(E/F)=P(E),P(F)#0
P(F/E)=P(F),P(E)#0
(i1) Three events A, B & C are said to be mutually
independent, if
P(AnB)=P(A)P(B)
P(ANC)=P(A)P(C)
P(BNC)=P(B)P(C)
&P(ANBNC)=P(A)P(B)P(C)
If at least one of the above is not true for three given
events, we say that the events are not independent.

Baye’s Theorem

Partition of a Sample Space

AsetofeventsE, E,, ..., E, is said to represent a partition of
the sample space S if

(@EnNE=¢,i#j,1,j=1,2,3,...n

(b)E,VE,u...UE =S

(c)P(E)>0foralli=1,2,...n

Theorem of Total Probability

Let {E, E,, ....., E,} be a partition of the sample space S, and
suppose that each of the events E,, E,, ....., E, has nonzero

probability of occurence. Let A be any event associated with
S, then

Let X be a random variable whose possible values x,, x,, ...,x, occur with probabilities p(x,), p(X,),

....p(x,) respectively. Also let p = E(X) be the mean of X, then the variance of X is given as:
n
Var (X) or 0% = 2 (4 ~)’p0) = E(X — ) = ECC) ~ [ECOT

The non-negative number, Ox =yVarX) s called the Standard Deviation of random variable X.

Bernoulli Trials & Binomial Distribution

P(A)= jﬁl P(E;)P(A/E;)

Baye's Theorem: IfE , E,, ..., E, are non-empty events which
constitute a partition of sample space S & A is any event of
non-zero probability.
P(E;)P(A/E;)
n
> P(Ej)P(A/Ej)
=l

P(E;/A)= foranyi=1,2,3,...,n

Bernoulli Trials :
Trials of a random experiment are called Bernoulli trials, if they satisfy the following conditions:

(1) There should be a finite number of trials.
(i1) The trials should be independent.
(iii) Each trial has exactly two outcomes: success or failure.

(iv) The probability of success remains same in each trial.
Binomial Distribution :

The probability distribution of number of successes in an experiment consisting of n Bernoulli trials may

be obtained by the binomial expansion (q + p)", where p is probability of success in each trial and
p + q= 1. Hence, this distribution (also called Binomial distribution B(n, p)) of number of successes X

can be written as:
X 0 1 2 X n

P(x) n CO qn n Cl qn—lpl n C2 qn—2p2 n Cx qn—xpx n Cnpn

The probability of x successes P(X =x) is also denoted by P(x) is given as:
P(X) = anqnixpx’ X= 011) il (q =1- p)
This P(x) is called the probability function of the binomial distribution.
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