
The plot of our course
F E L I P E  B U C H B I N D E R



WHEN WE BUI LD A  REGRESSI ON M ODEL,  
WE WOULD LI KE  I T  TO CONTAI N ALL  X ’S  

T HAT  ARE I M PORTANT  TO EXPLAI N OUR Y…

U N F O RT U N AT E LY,  

T H I S  I S  N O T  A LWAY S  P O S S I B L E .



Why not?



We might not have all the variables Some variables may not be observable



Car insurance

Expected cost = 𝛽0 + 𝛽1 ⋅ 𝑋 + 𝜖

Observable variables:

∙ Age

∙ Gender

∙ Lives in a metropolitan area?

∙ (any other ideas?)



Car insurance

Expected cost = 𝛽0 + 𝛽1 ⋅ 𝑋 + 𝜖

Unobservable variables:

∙ Driving recklessly

∙ Goes to party often?

∙ Health issues (e.g. likelihood of syncope due to heart arrythmia)

∙ (any other ideas?)



Another example:

Impact of democracy on 
child mortality
Ross, M. (2006). Is democracy good for the poor?. American 

Journal of Political Science, 50(4), 860-874.



Child Mortality = 𝛽0 + 𝛽1 ⋅ Democracy + 𝛽2 ⋅ 𝑋 + 𝜖

Observable variables

∙ GDP per capita

∙ Investment in health per capita

∙ Number of hospitals per capita

∙ (any other ideas?)



Child Mortality = 𝛽0 + 𝛽1 ⋅ Democracy + 𝛽2 ⋅ 𝑋 + 𝜖

Unobservable variables

∙ Health habits

∙ Dietary habits

∙ Cultural aspects regarding the caring and nourishing of children

∙ Existence of conflicts zones

∙ Etc.



We might not have all the variables Some variables may not be observable

Variables that differ between entities but are not 
observable are called unobserved heterogeneities.



WHEN WE BUI LD A  REGRESSI ON M ODEL,  
WE WOULD LI KE  I T  TO CONTAI N ALL  X ’S  

T HAT  ARE I M PORTANT  TO EXPLAI N OUR Y…

U N F O RT U N AT E LY,  

T H I S  I S  N O T  A LWAY S  P O S S I B L E .



WHEN AN I M PORTANT  X  I S  M I SS I NG I N  OUR 
M ODEL,  BAD T HI NGS CAN HAPPEN .



For example…?



Biased 
regression 

coefficients



Linear Regression refresher

𝐛 = 𝐗𝐓𝐗
−1
𝐗𝐓𝐲

b is unbiased, meaning 𝔼 𝐛 = 𝛃

𝐘 = 𝐗𝛃 + 𝛜
𝝐~N 𝟎; 𝜎2𝐈



Now suppose there’s a variable, 𝐔, that affects Y
but we fail to put it in our model. We simply 
calculate 𝐛 without it!

𝐛 = 𝐗𝐓𝐗
−1
𝐗𝐓𝐲𝐘 = 𝐗𝛃 + 𝐔 + 𝛜

𝝐~N 𝟎; 𝜎2𝐈



Now suppose there’s a variable, 𝐔, that affects Y
but we fail to put it in our model. We simply 
calculate 𝐛 without it!

𝐛 = 𝐗𝐓𝐗
−1
𝐗𝐓𝐲𝐘 = 𝐗𝛃 + 𝐔 + 𝛜

𝝐~N 𝟎; 𝜎2𝐈

In this case, 𝐛 is no longer an unbiased estimate of 𝛃!



𝐛 = 𝐗𝐓𝐗
−1
𝐗𝐓𝒚

= 𝐗𝐓𝐗
−1
𝐗𝐓 𝐗𝛃 + 𝐔 + 𝝐

= 𝐗𝐓𝐗
−1
𝐗𝐓𝐗

𝐈

𝛃 + 𝐗𝐓𝐗
−1
𝐗𝐓𝐔+ 𝐗𝐓𝐗

−1
𝐗𝐓𝛜

= 𝛃 + 𝐗𝐓𝐗
−1
𝐗𝐓𝐔 + 𝐗𝐓𝐗

−1
𝐗𝐓𝛜

Taking the expected value…

𝔼 𝐛 = 𝛃 + 𝐗𝐓𝐗
−1
𝐗𝐓𝐔 + 𝐗𝐓𝐗

−1
𝔼 𝐗𝐓𝛜

0

∴

𝔼 𝐛 = 𝛃 + 𝐗𝐓𝐗
−1
𝐗𝐓𝐔

Thus, in general,𝔼 𝐛 ≠ 𝛃:

𝐛 is a biased estimate of 𝛃



I propose a name for this Theorem…



Maleficent’s
(incomplete)

Theorem
A variable that wasn’t invited 
to a regression will curse the 

coefficients of those that 
were, making them biased



An extreme scenario:

Simpson’s Paradox
Wanna be good at Basketball? Be short!





Omitting a variable does 
more than just biasing 

coefficients…



It also leads residuals
to be serially correlated



Proof

𝐘 = 𝐗𝛃 + 𝐔 + 𝛜

If we ignore 𝐔 , our model’s residual becomes
𝐞 = 𝐔 + 𝛜

Its covariance matrix is given by the expected value of
𝐞𝐞𝐓 = 𝐔 + 𝛜 𝐔 + 𝛜 𝐓

= 𝐔+ 𝛜 𝐔𝐓 + 𝛜𝐓

= 𝐔𝐔𝐓 + ต𝑼𝝐𝑻

𝟎

+ ต𝝐𝑼𝑻

𝟎

+ต𝝐𝝐𝑻

𝝈𝟐𝐈

= 𝐔𝐔𝐓 + 𝝈𝟐𝐈
No longer diagonal!



Maleficent’s
(complete)

Theorem
A variable that wasn’t invited to 
a regression will curse it, making 

its coefficients biased and its 
residuals serially correlated



WHEN WE BUI LD A  REGRESSI ON M ODEL,  
WE WOULD LI KE  I T  TO CONTAI N ALL  X ’S  

T HAT  ARE I M PORTANT  TO EXPLAI N OUR Y…

U N F O RT U N AT E LY,  

T H I S  I S  N O T  A LWAY S  P O S S I B L E .



WHEN AN I M PORTANT  X  I S  M I SS I NG I N  OUR 
M ODEL,  BAD T HI NGS CAN HAPPEN .

O U R  C O U R S E  I S  A B O U T  

H OW  T O  B U I L D  G O O D  M O D E L S  E V E N  W H E N  W E  
C A N N O T  H AV E  A L L  T H E  I M P O RTA N T  X ’ S I N  I T.



Our strategy will be to 
analyze things over time,

so we can have a feeling of how things 
usually are.

If an X matters, it’s effect should be 
made visible by observing something 

over time and comparing it with 
others.



Why do we date before we get engaged?



Will
I be happy?

= 𝛽0 + 𝛽1
Is s/he
fun?

+ 𝛽2
Do we

have chemistry?
+ 𝛽3 Does s/he love me? + 𝜖



Unobservable
Will

I be happy?
= 𝛽0 + 𝛽1

Is s/he
fun?

+ 𝛽2
Do we

have chemistry?
+ 𝛽3 Does s/he love me? + 𝜖



Unobservable
Will

I be happy?
= 𝛽0 + 𝛽1

Is s/he
fun?

+ 𝛽2
Do we

have chemistry?
+ 𝛽3 Does s/he love me? + 𝜖

Over time, you’ll see how
s/he usually acts towards you.



Unobservable
Will

I be happy?
= 𝛽0 + 𝛽1

Is s/he
fun?

+ 𝛽2
Do we

have chemistry?
+ 𝛽3 Does s/he love me? + 𝜖

Over time, you’ll see how
s/he usually acts towards you.By dating other people

(not at once! ☺ )
you’ll be able to see how other people usually treat you
and assess if s/he is special



Unobservable
Will

I be happy?
= 𝛽0 + 𝛽1

Is s/he
fun?

+ 𝛽2
Do we

have chemistry?
+ 𝛽3 Does s/he love me? + 𝜖

Over time, you’ll see how
s/he usually acts towards you.By dating other people

(not at once! ☺ )
you’ll be able to see how other people usually treat you
and assess if s/he is special



A less silly example:

Impact of democracy on 
child mortality
Ross, M. (2006). Is democracy good for the poor?. American 

Journal of Political Science, 50(4), 860-874.



What control variables would you use in this model?

Child Mortality = 𝛽0 + 𝛽1 ⋅ Democracy + 𝛽2 ⋅ 𝑋 + 𝜖

What could 𝑋 be?

∙ GDP per capita

∙ Investment in health per capita

∙ Number of hospitals per capita

∙ (any other ideas?)



Some things that affect child mortality are 
unobserved

Child Mortality = 𝛽0 + 𝛽1 ⋅ Democracy + 𝛽2𝑋 + 𝑈 + 𝜖

What could 𝑈 be?

∙ Health habits

∙ Dietary habits

∙ Cultural aspects regarding the caring and nourishing of children

∙ Existence of conflicts zones

∙ Etc.



Some things that affect child mortality are 
unobserved

Child Mortality = 𝛽0 + 𝛽1 ⋅ Democracy + 𝛽2𝑋 + 𝑈 + 𝜖

What could 𝑈 be?

∙ Health habits

∙ Dietary habits

∙ Cultural aspects regarding the caring and nourishing of children

∙ Existence of conflicts zones

∙ Etc.

We can get a sense of these
by observing many countries over time







To deal with unobserved 
heterogeneities, we’ll observe 

many entities over time



4 kinds of data

Cross-Sectional Time Series Pooled Panel



The general panel data model
a.k.a. the most important equation in our course



The general panel data model
a.k.a. the most important equation in our course

𝑦𝑖𝑡 = ด𝛽0
Intercept

+ 𝛽1𝑋1𝑖𝑡 +⋯+ 𝛽𝑝𝑋𝑝𝑖𝑡
X′s are called covariates

and are observed

+ ณ𝑈𝑖
Unobserved

+ ด𝜖𝑖𝑡
Idyossincratic

error

or, in matrix notation,
𝐘𝐢𝐭 = 𝐗𝐢𝐭𝛃 + 𝐔𝐢 + 𝛜𝐢𝐭

The big question is how to estimate 𝛃 well even though we do not know 
𝐔, since it is unobserved.



The general panel data model
a.k.a. the most important equation in our course

𝑦𝑖𝑡 = ด𝛽0
Intercept

+ 𝛽1𝑋1𝑖𝑡 +⋯+ 𝛽𝑝𝑋𝑝𝑖𝑡
X′s are called covariates

and are observed

+ ณ𝑈𝑖
Unobserved

+ ด𝜖𝑖𝑡
Idyossincratic

error

or, in matrix notation,
𝐘𝐢𝐭 = 𝐗𝐢𝐭𝛃 + 𝐔𝐢 + 𝛜𝐢𝐭

The big question is how to estimate 𝛃 well even though we do not know 
𝐔, since it is unobserved.

Data is for each entity
at each time → Panel Data



The general panel data model
a.k.a. the most important equation in our course

𝑦𝑖𝑡 = ด𝛽0
Intercept

+ 𝛽1𝑋1𝑖𝑡 +⋯+ 𝛽𝑝𝑋𝑝𝑖𝑡
X′s are called covariates

and are observed

+ ณ𝑈𝑖
Unobserved

+ ด𝜖𝑖𝑡
Idyossincratic

error

or, in matrix notation,
𝐘𝐢𝐭 = 𝐗𝐢𝐭𝛃 + 𝐔𝐢 + 𝛜𝐢𝐭

The big question is how to estimate 𝛃 well even though we do not know 
𝐔, since it is unobserved.

Unobserved heterogeneity
is assumed to be a characteristic of the entity
that does not to vary through time
(entity-fixed effect)

Data is for each entity
at each time → Panel Data



OUR COURSE I S  T HE S TORY OF  HOW 
HUM ANI T Y TACKLED T HE CHALLENGE OF  
M AKI NG A REGRESSI ON M ODEL WI T HOUT  

KNOWI NG ALL  T HE X ’S …

E AC H  C H A P T E R  I S  A  D I F F E R E N T  AT T E M P T …



CHAPT ER 1 :  POOLED REGRESSI ON

W H E N  I  F O RG O T  I  H A D  PA N E L  DATA  A N D  
S I M P LY  R A N  A  T R A D I T I O N A L  R E G R E S S I O N  O N  

E V E RY T H I N G !



CHAPT ER 2 :  F I RS T  DI F F ERENCES

L E T ’ S  S E E  H OW  C H A N G E S  I N  X  A F F E C T  
C H A N G E S  I N  Y.  T H I S  WAY,  A L L  F I X E D  E F F E C T S  

G E T  C A N C E L L E D  O U T.



CHAPT ER 3 :  F I XED EF F ECT S

L E T ’ S  C O M PA R E  E AC H  E N T I T Y  T O  I T S  U S UA L  
( AV E R AG E )  B E H AV I O R .  D O E S  Y  C H A N G E  F RO M  
I T S  U S UA L  VA L U E  W H E N  X  D E PA RT S  F RO M  I T S  

U S UA L  VA L U E ?



CHAPT ER 4 :  RANDOM  EF F ECT S

A  V E RY  C O M P L I C AT E D  S O L U T I O N  F O R  A  V E RY  
S P E C I F I C  C A S E .  W H Y  D O  W E  S T I L L  T E AC H  T H I S  

S T U F F ?



CHAPT ER 5 :  M ODELS  FOR RESI DUALS  
CO RRELAT ED AS  AN AR( 1 )

W H E N  T H I N G S  T H AT  H A P P E N  I N  V E G A S D O N ’ T  
J U S T  S TAY  I N  V E G A S …



CHAPT ER 5 :  M ODELS  FOR RESI DUALS  
CO RRELAT ED AS  AN AR( 1 )

W H E N  T H I N G S  T H AT  H A P P E N  I N  V E G A S D O N ’ T  
J U S T  S TAY  I N  V E G A S …



CHAPT ER 6 :  CHOOSI NG T HE BES T  M ODEL

W H E N  A L L  T H E  C H A R AC T E R S  C O M E  T O G E T H E R  
A N D  YO U  G E T  T O  P I C K  YO U R  FAVO R I T E



CHAPT ER 7:  I NS T RUM ENTAL VARI ABLES

W H E N  YO U R  C RU S H ’ S  I D E N T I C A L  T W I N  WA L K S  
I N T O  T H E  RO O M . . .



CHAPT ER 8 :  DYNAM I C PANELS

W H E N  T O M O R ROW ’ S  Y  D E P E N D S  N O T  O N LY  O N  
T O DAY ’ S  X ,  B U T  A L S O  O N  T O DAY ’ S  Y.



CHAPT ER 9 :  GENERALI ZED T I M E M ODELS

M U LT I - L E V E L  ( H I E R A RC H I C A L )  R E G R E S S I O N

&

S PAT I A L  R E G R E S S I O N  M O D E L S



Housekeeping



Course materials

∙ Presentations

∙ Labs

∙ Discussed code examples

∙ Lecture notes

∙ Readings



Course materials

felbuch/Panel_Data

https://github.com/felbuch/Panel_Data
https://github.com/felbuch/Panel_Data


Course materials

Picture as of 5th of September, 2022



Grading

∙ Labs: 20%

∙ Discussion of research papers: 20%

∙ Final Project (paper): 40%

∙ Final Project (presentation): 20%



Schedule (Labs)
Class Topics Discussed code examples Labs due

1 Introduction to Panel Data
Pooled Regression

Visualizing Unobserved 
Heterogeneities

2 First Differences Regression

3 Fixed Effects Fixed Effects vs. First Differences 
+
Fixed Effects vs. Regression with 
dummies

Introduction to Panel Data

4 Random Effects Panel Data – Main Models Pooled Regression and First 
Differences

5 Time Series Analysis Time Series Analysis

6 Models w/ serially correlated residuals
Model selection criteria

Fixed Effects and Random 
Effects

7 Instrumental variables
Dynamic panel models

Time Series

8 Multi-level & Spatial models

9 Conclusion Instrumental Variables

10 Final project presentations



Schedule (Requires readings. Check syllabus for complete references & optional readings)
Class Topics Labs due

1 Introduction to Panel Data
Pooled Regression

R. Leite, R. Cardoso, A. Jelihovschi and J. Civitarese
(2020) 

2 First Differences Regression Card, D., & Krueger, A. B. (1994)

3 Fixed Effects Ross, M. (2006)

4 Random Effects DesJardine, M. R., Marti, E., & Durand, R. (2021)

5 Time Series Analysis -

6 Models w/ serially correlated residuals
Model selection criteria

-

7 Instrumental variables
Dynamic panel models

Branikas, I., & Buchbinder, G. (2021)
Branikas, I., Buchbinder, G., Ding, Y., & Li, N. (2020)

8 Multi-level & Spatial models -

9 Conclusion -

10 Final project presentations -



Research paper discussions

∙ One student presents the paper, going over the following questions:

What’s the research question?

What are the variables of interest and what relationship do we expect to exist between them?

What sources of unobserved heterogeneities might exist that require the use of Panel Data?

How do the authors test their research hypothesis?

Are you convinced or do you see any caveats in this approach? Which (if any)?

What are the key results of the paper?

Do you agree with their interpretations of the results, or do you see any caveats here as well?

∙ Other students are welcome to add their own comments to the paper being discussed



Some final comments 
before you go…



There’s another reason to use Panel 
Data…



Causality
(Is this a strong argument?)



Scattered comments about panel data

𝑁 entities overved over 𝑇 time periods

∙ Typically 𝑁 ≫ 𝑇 (why?)

∙ Balanced vs. Imbalanced panel data

∙ Entities have characteristics that do not change through time (entity-fixed effects)

∙ Time periods may have characteristics that affect all entities equally (time-fixed effects)

Could you give examples of entity—fixed and time-fixed effects?

How would this change the “general” Panel Data model?

∙ Entity-fixed effects are much more common, and time-fixed effects are often neglected. Indeed, we 
often speak of “fixed effects” (with no qualification) to refer to “entity-fixed effects”.
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