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Abelson 1977), and situation models (Zwaan & Radvansky 1998).
All three postulate hierarchical part-subpart relationships govern-
ing the represented structure of activity. At the same time, re-
searchers in planning have proposed hierarchical representations
of action that reflect recursive goal-subgoal relationships (Newell
& Simon 1972).

Recent perceptual studies have established that observers per-
ceive event structure in terms of the same sort of hierarchical or-
ganization postulated for narrative understanding and memory
(Zacks et al. 2001). It has been argued that this reflects the in-
fluence of shared representations guiding perception and action
(Zacks & Tversky 2001). Such representations may be adaptive
because information about actors’ goals is correlated with distinc-
tive physical features of activity, so a perceiver can better predict
an actor’s future activity by using a shared representation to mu-
tually constrain perception of physical and intentional structure.
In short, the common coding claim appears to have similar impli-
cations for larger scale events as for brief events, and those impli-
cations have begun to be explored.

Regarding the claim that perception/action representations re-
fer to distal features of the environment, researchers studying
larger-scale events appear to be ahead of the game. For speeded
responses such as keypresses or simple reaching movements, and
for simple stimulus patterns such as colored shapes or characters,
the question looms large whether event representations are based
on proximal features (muscle tensions, retinal stimulation) or dis-
tal features (movements of objects or changes of the state of a com-
puter screen). However, I know of no theorists who have suggested
that events on timescales longer than a few seconds are perceived
or planned in terms of proximal features. Rather, the representa-
tions posited by researchers studying larger-scale events are uni-
formly described in terms of external objects, other people, and
their relations – all distal properties. For example, in script theory
(Schank & Abelson 1977) the primitive operators (Schank 1972)
include physical transfers of objects, ingestion, and speaking, all of
which are underdetermined relative to proximal features.

Hommel et al. present two arguments for the use of distal rep-
resentations (sect. 5.2). First, action planning based on proximal
features is inefficient. Second, prediction of future stimulus input
is easier with distal features. They present a range of evidence in
support of these arguments for small-scale events. This evidence
is crucial because for these sorts of events the arguments for dis-
tal features, though reasonable, are not overpowering. However,
for complex events the limits of proximal features become pain-
fully clear: Although it may be plausible that the system plans a
ballistic reaching motion in terms of the individual muscle con-
tractions involved, planning a trip to the doctor’s office is another
story.

Thus, the implications of the TEC view for complex events have
been more or less assumed in the literature. This is apparently be-
cause the arguments for distal features become overwhelming as
they scale up.

The final claim of TEC is that the formation of an event code
consists of two discrete stages: In the first stage features are acti-
vated and in the second stage they are integrated. The first stage
facilitates processing of other events with overlapping features,
whereas the second stage interferes with processing such events
(sect. 3.2.2). Importantly, these stages have an intrinsic dynamic,
which unfolds rapidly (sect. 4.1).

There is some evidence that representations of larger-scale
events can prime each other. In one paradigm, participants stud-
ied a series of short stories that contained pairs of stories with
overlapping features. They then answered questions about these
stories. Under some study and test conditions, answering a ques-
tion about a story was facilitated when it was preceded by a ques-
tion about a different story that shared thematic (Seifert et al.
1986) or structural (McKoon et al. 1989) features. This demon-
strates the possibility of feature activation facilitating processing
of related events (the first stage in TEC) for complex events. In-
hibition of related events (the second stage) has also been demon-

strated for complex events. Radvansky (1999) had participants
study a series of sentences about a number of events, which were
distinguishable by their different locations. Participants then
made speeded recognition judgments about the sentences. Re-
sponses to test sentences were slower when the previous sentence
had referred to a different event that shared an object with the
event of the test sentence.

These two sets of findings show that shared features can lead to
both facilitation and interference for complex events as well as for
simple ones. On the surface, this suggests that the activation/bind-
ing component of TEC may scale up. However, in these studies fa-
cilitation was observed more often, either with equivalent (McKoon
et al. 1989; Seifert et al. 1986) or much longer (Seifert et al. 1986)
delays, than inhibition was (Radvansky 1999). Moreover, perceiv-
ing and acting in larger-scale events unfolds over a much longer
timescale than the one postulated for the two stages in TEC. This
suggests that although the activation-plus-integration notion may
apply to events on longer timescales, an important modification
will be needed to scale up. On longer timescales, the intrinsic dy-
namics of automatic activation and integration are probably less
important than constraints imposed by the task being performed
and the semantics of the particular events.

In short, the first two of TEC’s claims are consistent with theo-
ries of larger-scale events: Common coding is implicit in those the-
ories and has begun to be explored directly, and distal features are
assumed. However, the activation-plus-integration claim will
likely need modification to scale up.
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Abstract: First, we discuss issues raised with respect to the The-
ory of Event Coding (TEC)’s scope, that is, its limitations and pos-
sible extensions. Then, we address the issue of specificity, that is,
the widespread concern that TEC is too unspecified and, there-
fore, too vague in a number of important respects. Finally, we
elaborate on our views about TEC’s relations to other important
frameworks and approaches in the field like stages models, eco-
logical approaches, and the two-visual-pathways model.

R0. Introduction

As we stress in the target article, the Theory of Event Cod-
ing (TEC) is meant to be a broad framework for under-
standing relationships between perception, cognition, and
action planning, not a specific model or theory. Accordingly,
and not surprisingly, a number of commentaries address ba-
sic theoretical and methodological issues regarding the na-
ture and appropriateness of that framework in toto, as well
as its relation to other frameworks and approaches. Others
raise more specific issues and offer detailed suggestions for
extensions, modifications, and so on. We have found most
of the commentaries helpful for shaping what TEC is meant



to be and what it’s not. Our reply is organized into three
main sections, the first dealing with TEC’s scope (R1), the
second with TEC’s degree of specificity (R2), and the third
with TEC’s relation to other frameworks and approaches to
perception and action (R3).

R1. The scope of TEC

R1.1. Limitations

There is widespread concern among a number of com-
mentators that the approach we take is too narrow (if not
narrow-minded), given the enormous complexity and rich-
ness of the phenomena to be explained,  –  that is, the ubiq-
uity of tight couplings between perception and action that
can be seen in all animals in their natural settings, – and
given the intricacies of the dynamical changes that these
couplings undergo in the stream of ongoing behavior. This
concern comes in two flavors: Some claim that the ap-
proach we take is flawed in principle. Others claim that
TEC’s coverage of pertinent phenomena is arbitrary and far
from complete.

R1.1.1. Approach. According to some commentaries, TEC
is flawed in principle because, as far as theory goes, it still
maintains a dualistic view of perception and action and, as
far as methodology goes, it strongly relies on experimental
paradigms with arbitrary assignments of isolated responses
to isolated stimuli. With these characteristics, the argument
goes, there is no way to adequately capture the various nat-
ural forms of mutual interaction between perception and
action, or to do justice to the circular causality inherent in
animals for acting and perceiving.

Shaw & Wagman emphasize that perceiving and acting
unfold in circular causality over time. From this perspective,
they criticize a concept of code which is central to TEC as
“a time-free surrogate that must borrow its rate of unfolding
from an yet unspecified dynamical process.” Instead, with a
side-view on physics, they argue for a field perspective for
research on perception-action cycles, as proposed by Gib-
son (1966; 1979). Like physics, which has long been moving
from (Newtonian) particles to (Einsteinian) fields as its pri-
mary objects of inquiry, research on perception and action
should move ahead from shared codes to shared information
fields in organism-environment ecosystems. A move along
this line, they argue, would relieve us from both dualisms:
perception/action and animal/environment.

A similar point is raised by Richardson & Michaels and
by Kim & Effken. They both argue that the issue of link-
ing perception to action may perhaps be a problem for the
minds of certain (conceptually misguided) cognitive scien-
tists, but definitely not for the minds of the animals under
study. These animals and their ancestors would not have
survived if they had not been furnished with tight and effi-
cient couplings between perception and action from the
outset. Hence, dualism does not exist in nature but only in
our theories (which speak of codes for perception and ac-
tion), and in our experiments (which require arbitrary map-
pings between isolated, particle-like stimuli and responses).
The common call of these commentaries is to abandon du-
alisms and codes altogether and to adopt an ecological view
that treats the animal and its environment as a single sys-
tem, whose performance is analyzed in terms of notions like
information, information fields, and affordances.

In the same vein, TEC is criticized for not being explicit
on how the alleged representations (i.e., event codes) are
individuated and grounded: in perception or action (Galan-
tucci et al.), in information or reality (Richardson &
Michaels). Instead, since “there is no event ontology and
no information specifying these events,” TEC must put all
of the explanatory burden on the perceiver/actor’s mental
operations and their “old-fashioned associationistic” pro-
cesses (Richardson & Michaels).

Vis-à-vis these critical objections, we try to delineate
once more what TEC is meant to be and what it is not.

First. TEC focuses on perception and action planning in
humans. TEC’s functional architecture is meant to account
for the operations involved in action selection and action
preparation. In any case, we believe that this architecture is
functional in humans. We have no speculations to offer at
which point in evolution this architecture emerged.

Second. According to its thematic focus, TEC requires
a methodological approach that allows one to study human
perception and action planning under experimentally con-
trolled conditions. In this context, we wish to defend the
often criticized reaction-time tasks that are, in fact, para-
digmatic for the evidence on which much of TEC is
grounded. Depending on perspective, this task is criti-
cized (or even exposed to ridicule) for being both too sim-
ple and too difficult. On the surface, pressing a key is, of
course, an extremely simple action in terms of the spa-
tiotemporal coordinations required for its execution.
Hence, when compared to more natural and more com-
plex interactions with the environment, key-presses ap-
pear to be extremely simple, if not simplified actions (cf.,
e.g., Pisella et al.). However, as other commentators
point out, pressing a particular key in response to a certain
stimulus on the basis of a previously agreed-upon, arbi-
trary mapping rule, is, at the same time, also a highly un-
natural and artificial task to perform (cf., e.g., Galantucci
et al.). Humans can do it on the spot, but monkeys have a
hard time learning it. Still, despite these objections, we
hold that the choice reaction-time task captures exactly
the type of performance TEC is meant to account for, that
is, the linking of perception with the planning and prepa-
ration of arbitrarily selected action. As we point out below
(in sect. R2.4), such performance may appear to be un-
natural from an evolutionary point of view, but it is cer-
tainly not unnatural to all of us every day.

Third. From these limitations in scope and method we
can gather what TEC is not meant to be. TEC is not meant
to account for the online interplay between perception and
action. In other words, TEC does not speak to issues such
as spatial and temporal coordination of actions and envi-
ronmental events, or to the fine-grained time course of
speech and language processing, as some suggest it should
(Pisella et al.; Galantucci et al.). Of course, we agree that
it is often not easy to delineate (offline) planning from (on-
line) interaction, but we do believe that these two functions
need to be distinguished (see sect. R2.2 and Fig. 1).

Fourth. According to its scope and mission, TEC does
rely on dualism in method, but certainly not in theory. We
cannot see what is wrong about methodological dualism,
when the goal is to provide a functional analysis of how ac-
tions are selected under given circumstances. In order to
achieve this goal, we need to individuate possible circum-
stances (in the environment) and possible actions (in the
person), and we need to distinguish between the percep-
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tion of these circumstances and the planning and execution
of these actions. It may be true that these instances can
never be so neatly individuated in natural perception-action
cycles, but why should one worry about creating an artifi-
cial experimental situation for the sake of a functional analy-
sis one wishes to perform? What we certainly need to do is
resist the temptation of importing dualism from method
into theory. This is exactly what TEC tries to achieve: avoid
dualism in theory while recognizing the need for a dualistic
approach in method.

In summary, TEC’s scope is narrower than some of the
commentators are implying. TEC is not a comprehensive
framework for perception and action in general, but rather
a specific framework for the cognitive basis of perception
and action planning in humans. TEC’s mission is to provide
a functional analysis of the underlying processing architec-
ture, not an ecological analysis of complex interactions 
between the perceiver/actor and his/her natural environ-
ment. Hence, if one envisages the broad scientific enter-
prise of developing a more comprehensive theory of rela-
tionships between perception and action in animals (e.g.,
Hochberg; Cisek & Kalaska), TEC may become part of
this enterprise – co-existing with other frameworks that ad-
dress other issues. We hold that it is both legitimate and
productive to detach this part from the rest of the enter-
prise. Due to its enormous flexibility, human action is spe-
cial, and it can be studied with a special methodology that
cannot easily be applied to animals. It is, of course, an open
question to what extent human action also calls for a special
theory.

R1.1.2. Coverage. Some other commentators who are more
sympathetic with our general approach still maintain that
TEC’s coverage of the perception-action domain is arbi-
trary and incomplete.

Early perception/late action. Some criticize TEC’s delib-
erate silence on what we call early perception and late ac-
tion, that is, on low-level operations on the input and out-
put side. One critical argument is that important issues
remain unaddressed when low-level operations are disre-
garded. For instance, Vogt & Hecht criticize that TEC
leaves an explanatory gap between action planning and ex-
ecution. A similar point is raised by Westwood & Goodale
in a more general sense. They argue that “the computa-
tional complexity involved in getting from sensory input to
useful motor output is “hidden” in what the authors refer to
as “early” perceptual processes and “late” motor processes,”
and that, since TEC does not address these processes, it is
rated as “clearly superficial.”

Another criticism is that, by focusing on late perception
and early action, TEC fails to recognize the fact that per-
ception and action are no less tightly entwined at lower lev-
els of processing and, therefore, misses the opportunity to
extend its coverage to also include early perception and late
action. Accordingly, a number of supplements to TEC are
suggested. Cisek & Kalaska argue that TEC’s emphasis
on the perceptual consequences of action is certainly not
unique to advance flexible action planning. Rather, the
principle of predictive feedback control is already abundant
in simple animals and their situated activity. Hence, the
structures envisaged by TEC must, in evolutionary terms,
be considered recent specializations of very old principles.
Likewise, Bryson, after discussing evidence on neurons
that reference common feature maps for action perception

and action control, stresses “that perception and action are
probably unified in a number of ways of which TEC is but
one.” A similar point is made by Dinse from a neurophys-
iological and neuroanatomical perspective. Based on work
with modified action and on anatomical evidence, he em-
phasizes the importance of crosstalk, feedback connections,
and strong interactions at many levels in sensory and motor
streams, as well as the role of temporal overlap between
low-level and high-level processing. On this evidence, he
argues that common representations for perception and ac-
tion are probably not limited to higher processing levels and
brain areas. In a similar vein, Vogt & Hecht discuss a study
whose results can be accounted for in terms of both high-
level event codes and low-level sensorimotor interactions.
In their view, TEC should be expanded to (or even be re-
placed by) a multi-level interaction framework that relies
“on an integrated network of sensory-dominant and motor-
dominant brain areas, with event codes as emergent prop-
erties of this network.”

We have three comments to offer in reply to these chal-
lenges and suggestions. First, we would like to reiterate
what was said above: TEC is deliberately specialized and se-
lective in that it focuses on the cognitive underpinnings of
human action planning. Second, we certainly admit that our
target article is sometimes less clear about the notion of ac-
tion planning than it should have been. As Westwood &
Goodale point out, we were not always consistent in keep-
ing what they call the “What” and the “How” of action plan-
ning and execution as separate as we surely should have
done. Third, and most importantly, we are at this point not
convinced that it would be wise to broaden TEC’s frame-
work as suggested. As said above, we do of course agree that
there is much more to action representation and control
than what TEC has to offer. We, too, take it for granted that
tight couplings and strong interactions between perception
and action are ubiquitous in the animal kingdom, and that
they are, at least in higher animals, implemented at various
levels of coding. We maintain, however, that strong inter-
actions and tight couplings do not necessarily imply com-
mon codes for perception and action. Consider, for in-
stance, a population of neurons in the motor cortex that
code for both certain movement sequences and their trig-
gering conditions (cf. Bryson’s discussion of Graziano’s
work). Such neurons may be said to embody tight couplings
between input and output without, however, providing com-
mon codes for them. Common coding would only emerge
in a system of such neurons if a similarity relation holds be-
tween the triggering conditions and the movement se-
quences they code for (as the case of mirror neurons seems
to suggest). Hence, common coding is a special form of
tight coupling – one that allows for mappings of input to
output (and vice versa) by virtue of similarity. This is why
we, for the time being, resist the temptation of expanding
TEC as suggested. Since TEC relies on the notion of com-
mon coding, it applies to representational systems whose
input and output share the same coding dimensions.

Stating facts/directing actions. A different, though re-
lated supplement is offered by Millikan, suggesting a more
precise notion of (mental) representations. We admit that
the target article is quite vague on this issue. Nevertheless,
we are not sure what Millikan’s suggestions lead to. If one
considers, as she points out, mental representations as en-
tities that have representing as their (proper) function, two
questions emerge: One is, what the function of represent-
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ing means for the representations. Millikan seems to sug-
gest that there is some “system” that uses and interprets
them. What system? What use? The second question is what
is represented. Millikan offers what may be termed a dual-
face view of representations: they state facts (about distal
affairs) and they direct action (in accordance with these af-
fairs). This dual-face nature of representations, she argues,
must have emerged in the early evolution of animals – in
any case much earlier than TEC posits. This view seems to
imply that directing action cannot occur without stating
facts about distal affairs. We hesitate to subscribe to this
principle. Why should it not be possible that sensory input
gets translated into motor output without any reference to
distal affairs?

R1.2. Extensions

So far we have emphasized TEC’s self-imposed limitations
and have argued against a number of suggested extensions
which we feel are inappropriate or at least premature at this
point. In this section, we discuss other suggested extensions
that we feel can in fact help to broaden the range of do-
mains to which TEC’s reasoning can be applied. We wel-
come these suggestions and invite further elaboration. We
will go through the domains for the proposed extensions in
order, beginning with those in TEC’s close vicinity, pro-
ceeding to more remote fields.

R1.2.1. Neuroimaging of action. TEC outlines a functional
architecture for perception and action planning without of-
fering speculations about its implementation in the brain.
Important extensions in this direction are provided in the
brief review of recent neuroimaging studies on action per-
ception and production provided by Chaminade & De-
cety. It appears that at this point two major conclusions can
be drawn from this work. One is that natural action is spe-
cialized – in the sense that different brain structures are in-
volved in the representation of biological and non-biological
motion. The other is that the perception of natural action is
supported by the same brain structures that are also in-
volved in the generation of those actions (the premotor and
parietal cortical areas). As Chaminade & Decety point
out, these findings give strong support and provide impor-
tant extensions to some of TEC’s central claims. As we
briefly discuss in the target article, related evidence has,
over the past decade, also been accumulated in electro-
physiological and TMS studies (Gallese et al. 2002; Jellema
& Perrett, 2002; Rizzolatti et al. 2001). This evidence has
been taken to indicate the existence of a mirror system in
the brain that may work in two directions. One, where the
perception of action is constrained by the perceiver’s own
action competencies. The other, where the execution of
action may likewise be constrained by the actor’s own per-
ceptual experiences. The first direction is in line with mo-
tor theories of perception, the second in line with percep-
tual theories of action (cf., Vogt & Hecht).

R1.2.2. Anticipation and intention. TEC believes in a cru-
cial role for the representation of action effects in action
planning, and this applies to the representation of both ex-
pected and desired outcomes of actions (anticipation and
intention, respectively). As Hochberg points out, this view
has many predecessors. Accordingly, it isn’t surprising that
it gets broad support, partly from a systems-control per-

spective (e.g., Cisek & Kalaska; Olivetti Belardinelli &
Basso), partly from an ecological perspective (e.g., Kim &
Effken), and partly from a metaperspective that believes
(or, hopes) that TEC may help to combine the systems con-
trol and ecological approaches (Jordan). Beyond this gen-
eral support, Rosenbaum offers a specific computational
demonstration of anticipation in action planning. Dis-
cussing the relative merits of forward and inverse ap-
proaches in motor planning, he points out that for both
approaches a strong reliance on anticipation of the conse-
quences of prospective motor acts is indispensable. Fur-
ther, he provides a computational demonstration of end-
state anticipation as a means of dealing with the redundancy
problem in motor control. A demonstration like this sug-
gests that TEC can be extended, as claimed in other com-
mentaries (e.g., Pisella et al.), to also include “later” mo-
tor stages of action planning and become computationally
more specific.

R1.2.3. Attention. Ivanoff & Klein address TEC’s possi-
ble contributions to help clarify, or perhaps solve, a long-
standing issue in the domain of visual attention. This issue
refers to the role of (oculo-)motor factors for the orienting
of attention in the visual field (Klein’s oculomotor readiness
hypothesis and Rizzolatti’s premotor theory of attention;
see Klein 1980; Klein & Pontefract 1994; Rizzolatti et al.
1987). As they point out, the evidence is ambiguous so far.
A number of studies do support the claim that attention is
driven by motor intentions, whereas others do not. As Iva-
noff & Klein point out, TEC could perhaps inspire a so-
lution to this conflict, because, rather than identifying at-
tention with intention (as premotor theory does), TEC
considers them to be two closely related, but still distinct
processes. The closeness of this relationship might well de-
pend on task settings, that is, on how closely the motor and
the attentional tasks are coupled. This is certainly an inter-
esting suggestion which could stimulate further research in
this field.

R1.2.4. Language. Our insistence that TEC is not con-
ceived to cover skills involved in the perception and pro-
duction of spoken and written language does not, of course,
imply that we are unwilling to follow invitations into this
domain. For example, Hochberg invites us to do so be-
cause he believes that language provides prime examples of
closely entwined perception and production skills – not
only at the level of phonemes and syllables (as the motor
theory of speech perception suggests), but also at the level
of text and discourse. Galantucci et al.’s discussion of the
motor theory of speech perception is certainly not meant as
an extension to TEC but, rather, as an alternative approach
from which one can learn why TEC is flawed. Still, as said
above, though TEC is so far not conceived to address lan-
guage processing, we are certainly open to extensions in this
domain, too. One thing that we find attractive about motor
theories of perception in general (i.e., not only in the
speech domain, but also in domains like music, action, and
attention), is their potential for offering a solution to the
grounding problem, that is, the grounding of perception in
action. In this regard, we certainly agree with one of Galan-
tucci et al.’s key arguments.

Further, a strong case is made by Hartsuiker & Pick-
ering, who claim that natural language processing is gov-
erned by theoretical principles similar to the ones TEC of-

Response/Hommel et al.: Theory of Event Coding

BEHAVIORAL AND BRAIN SCIENCES (2001) 24:5 913



fers for perception/action in general. They argue that lan-
guage should not be excluded from TEC’s scope for two
reasons. One is that natural communication proceeds in di-
alogues, where one’s speaking and one’s listening to others
tends to be closely linked and tightly coupled (not to men-
tion one’s listening to one’s own speaking!). The other is that
there is ample evidence for shared representations for com-
prehension and production in the language domain, as well
as a crucial role of these shared representations in lan-
guage-based communication and understanding. In sum,
our target article is perhaps somewhat too much on the de-
fensive vis-à-vis language and language processing, for this
field seems to allow attractive extensions of TEC.

R1.2.5. Complex events. So far, TEC has mainly consid-
ered short-lived, particle-like events such as arrows or cir-
cles that come and go on a screen, or hands and fingers that
go up and down on a key pad. Obviously, this is a serious
limitation which needs to be overcome. Some commenta-
tors suggest pertinent extensions.

One such extension is suggested by Lane et al., who use
their CHREST model of active perception to demonstrate
that the logic inherent in TEC’s assumptions can also be ap-
plied to the sequential organization of active perception –
such that the input information available at a given time is
used to compute an output which, when executed, alters
the input, and so on. CHREST seems to be related to TEC
in at least two aspects: (1) action outcomes play a crucial
role in both; (2) the same format is used for input and out-
put representation. But one of the major differences is that
CHREST is much more explicit about memory structures
than TEC is (not to mention that CHREST is computa-
tionally much more specific). The interesting point here is
not to compare one with the other but, rather, to realize that
basic assumptions of TEC prove to be useful in a computa-
tional approach dealing with the perceptual exploration of
complex scenes and events.

A similar point is raised by Chown et al. They take a look
at TEC from the broader perspective of cognitive maps for
navigation (their PLAN model). From this perspective,
they argue, TEC needs to be extended in two important
ways. One is that, since TEC fails to capture sequences of
perception-action cycles as cognitive maps like PLAN do,
TEC needs to go beyond individual cycles. Second, a mech-
anism for perceptual learning needs to be incorporated in
TEC, perhaps based on Hebbian learning. This mechanism
should be capable of generating more flexible, prototypic
event codes than TEC’s present scheme concerning feature
combinations and abstractions allows for. Again, the point
is not to compare the two approaches but rather to demon-
strate that they are compatible with each other.

Zacks examines TEC from a still more remote perspec-
tive, namely, the perspective of research on the represen-
tational underpinnings of (relatively) large-scale events in
everyday life like, for instance, making coffee, fixing a flat
tire, or installing computer software. He finds much com-
monality between TEC and this research, for example, re-
garding crucial principles like common representations for
perception and action, and reference to distal affairs. Re-
markably, there appears to be no serious alternative to these
two theoretical principles in this domain of study. Accord-
ingly, there is an interesting lesson to be learnt from this
comparison: The seemingly simple key-pressing tasks that

support TEC can be regarded as down-scaled versions of
tasks involving more natural, large-scale events. We take
this as support for our claim that the traditional response-
to-stimulus-mapping view should be replaced by an event-
representation view.

However, as Zacks points out, there are also limitations
to the parallels. In the processing of large-scale events,
there is no equivalent to the pattern of activation-plus-
integration that TEC suggests. We don’t find this too sur-
prising. The scheme of activation/integration should, in our
view, be considered a short-lived automatic consequence of
the presentation of brief stimuli – a sequence of processes
that operates on a small time scale. For large-scale events
that are extended over minutes and hours, we do not see
anything equivalent.

R2. Specificity

A further recurrent theme in a number of commentaries is
that TEC is underspecified and, hence – at least in its pres-
ent form – not testable and falsifiable. Hochberg and
Sanders raise this issue in a general sense. Others, like
Chaminade & Decety, Pisella et al., and Westwood &
Goodale, criticize its underspecification with respect to
presumably involved brain structures. More specific as-
pects of underspecification are addressed by Oriet et al.,
Shaw & Wagman, and Wolters & Raffone.

Yes, we agree that TEC is underspecified in many ways
and, as we note in many places in the target article, it is de-
liberately so. Before going into details, we would like to say
a few words about the virtue of vagueness in science – with
special reference to TEC. We believe in this virtue for two
reasons.

The first reason has to do with TEC’s theoretical mission
vis-à-vis the dominant traditional views in the field which
treat perception and action as two more or less separate
functions. One of TEC’s central messages is that this view
is mistaken and must be replaced by a new framework – as
we outline it. Accordingly, TEC’s main mission at this point
is to stimulate deliberations and discussions about basic
principles of perception/action architectures. We hold that
global principles should be clarified before local theories
are made. In fact, we see the world of cognitive science pop-
ulated with too much precipitate overspecification in local
models and theories, whose underlying global principles
have not been discussed and clarified before.

The second reason has to do with TEC’s strategic mis-
sion. As we state explicitly in the target article, we place it
much more in the context of discovery and exploration than
in the context of testing and falsification. Hence, its strate-
gic goal is not only to stimulate discussion of theoretical
principles, but also to act as a heuristic tool for stimulating
new research and inviting new extensions and specifica-
tions. In the context of discovery and exploration, under-
specification is a heuristic virtue, but overspecification is a
deadly sin: Underspecified frameworks can act as sources
of inspiration for new ideas and new research, whereas
overspecified theories are bound to fall into oblivion.

However, we do not mean to imply that the goal of sci-
ence is underspecification. In the following we shall go
through some of TEC’s central concepts and discuss a num-
ber of specifications suggested in the commentaries.
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R2.1. Perception

Some commentators focus on the notion of perception as it
is used in the TEC framework and how it could, or should,
be used in a broader sense.

R2.1.1. Perception, action, and intention. It has often been
claimed that the proper function of perception is not only
to state facts about distal affairs but also to direct forth-
coming action (as Millikan puts it so elegantly). Tradi-
tionally, due to their roots in epistemology, theories have
emphasized the representational function of perceptual
systems, that is, their role in stating facts. However, from
time to time, their action-direction potential has been em-
phasized, too. More than a century ago, motor theories of
perception were the first to emphasize the role of motor re-
presentations and, accordingly, the action-directing power
of perception (Scheerer 1984). More recently, motor theo-
ries of perception have gained support in domains like
speech perception (Liberman & Mattingley 1985; Galan-
tucci et al.), and movement perception (Chaminade &
Decety; Prinz 2002). A similar perspective is entailed in
Gibson’s notion of affordances, that is, information specify-
ing the action-directing potential inherent in a given stim-
ulus (Gibson 1966; 1979). In a similar vein, the action-
directing capabilities of perception have recently become
emphasized from an evolutionary point of view (e.g., Cisek
& Kalaska; Galantucci et al.): Obviously, selective pres-
sure has formed perceptual systems to optimize their ca-
pacity for directing overt action – in any case, more than
their covert capacity for stating facts. Hence, one may ar-
gue that their proper function is much more related to the
directing of action than to the stating of facts.

TEC is certainly sympathetic with this general perspec-
tive, but at the same time it goes one step beyond. It be-
lieves that perception may lead to, or often imply, intention
and action, but TEC also stresses the fact that perception is
preceded by intention, that is, that perception is inherently
intentional by itself. In everyday life perceptual activities
are always embedded in the dynamics of the perceiver’s in-
tentional situation, and so it is in any experimental setting.
In each and every experiment, instructions come first and
only then comes a stimulus that leads to a particular re-
sponse according to instructions. However, theories of task
performance tend to commence with the stimulus and for-
get about instructions (Broadbent 1993; Prinz 1997b).
These theories fail to acknowledge the fact that the stimu-
lus is always perceived with reference to the pre-established
intentional state. As Jordan points out, TEC does not only
acknowledge this fact but also offers a mechanism to ac-
count for the impact of intentional states on attentional se-
lection in perception.

R2.1.2. Perception and awareness. Another burden from
the epistemological heritage is that the notion of perception
tends to go along with the notion of awareness, as West-
wood & Goodale suggest. This is, of course, a heavy issue
with deep philosophical implications, and space does not
permit us to go into a principled discussion. The only thing
we can offer is a pragmatic remark. The way TEC speaks
about perception does not entail the notion that perceptual
processing goes along with awareness. We hold that aware-
ness may, under certain functional conditions, emerge in
the course of perceptual processing, or, perhaps, as a result

of it. At this time, we do not understand what these func-
tional conditions are, and future theories of perception will
have to work on identifying them. We hold that the crite-
rion of awareness can, at best, be indicative of those (yet un-
known) functional conditions. In other words, awareness
can sometimes emerge in perception (as it can in any other
cognitive function) without, however, playing a functional
role in itself.

In our view, theories that believe in such a role make the
mistake of taking method for theory. Naturally, the criterion
of awareness (i.e., availability for verbal report) plays an
enormously important methodological role in research with
human participants. However, the importance of that meth-
odological criterion must not be confused with the impor-
tance of that factor in theory. In fact, we are not dualists
enough to believe that awareness can, in itself, play a role
in perceptual processing. For instance, there is ample evi-
dence of perception without awareness in a number of tasks
that require perceptual identification (which, according to
Westwood & Goodale, must rely on processing in the ven-
tral stream; see e.g., Klotz & Neumann 1999). Hence, it
seems that perceptual identification can be efficient in the
absence of awareness.

R2.2. Action planning

Instead of addressing all the processes that bring about an
action, TEC focuses on what we call “action planning.” In
our understanding, the term refers to processes that pre-
pare the system to reach a particular goal, that is, to pro-
duce an intended effect. This preparatory function has
three important implications. First, action planning needs
to precede the action or action element that is planned. Un-
der tight time constraints, as in typical reaction time exper-
iments, planning, and execution may go hand in hand, that
is, what is planned is carried out as soon as planning is com-
pleted or at least sufficiently progressed. Yet, in daily life
many actions will be planned to some degree some time be-
fore the conditions for execution materialize. Thus, action
planning (often) is an off-line process that, as Wolters &
Raffone rightly emphasize, requires some kind of short-
term memory capacity. As sensorimotor processing does
not stop while planning is underway (e.g., planning an ut-
terance does not require to stop walking), action planning
seems to occupy an extra input-output loop; a loop that can
be temporarily decoupled from on-line processing and re-
connected to the processing stream whenever necessary (a
strategical advantage emphasized by Bryson). This sug-
gests an architecture such as sketched in Figure R1, where
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Figure R1. Sensorimotor processing and action planning take
place in parallel. The on-line stream of sensorimotor processing is
constrained by perceptions and action plans that are elaborated in
parallel (though not necessarily synchronously).



an on-line stream of sensorimotor processing proper is con-
strained by perceptions and action plans worked out in a
parallel, but not necessarily synchronous perception-action
stream (we have to admit that our target article is less clear
about this aspect than it should have been). This picture is
not too different from that drawn by Pisella et al. More-
over, aspects of the former stream may be likened to Mil-
ner and Goodale’s (1995) dorsal action stream, aspects of
the latter to their ventral perception stream (see West-
wood & Goodale).

Second, as action planning subserves a particular goal it
can be expected to determine the major, goal-relevant fea-
tures of a given action but it does not need to, and in many
cases will not, specify all features of the (sub-)movements
making up the action (Jeannerod 1984; Turvey 1977). Take,
for example, the studies of Goodale et al. (1986) and Pra-
blanc and Pélisson (1990), who asked participants to move
their hand from a starting position to a goal location indi-
cated by a small light. Unnoticed by the participants, in
some trials the light made jumps of several degrees at the
beginning of the movement. Nevertheless, the movements
were carried out correctly and without any observable
changes in their timing. As re-planning the movements
should have produced some measurable time costs, this
suggests that the changing movement parameters were not
planned in advance and then re-planned but, rather, were
specified by continuously fed-in visual information that
steered the hand towards the target. To do so, however, rel-
evant stimulus features must have been specified and
linked to action parameters so as to delegate the move-
ment’s fine tuning to lower-level sensorimotor channels.
Similar signs of control delegation are reported by Pisella
et al. They show that moving a target stimulus can evoke
fast adjustments of the participant’s hand position even
when target motion actually signaled stopping the move-
ment. Although alternative interpretations are possible
(e.g., participants may have forgotten or confused instruc-
tions, De Jong 2000; or have started to move before issuing
the stop signal to the motor system, see Logan 1984), such
an observation fits nicely with those of Goodale et al. (1986)
and Prablanc and Pélisson (1990). However, why Pisella et
al. feel that “automatic corrective movements contradict
Hommel et al.’s claim that stimulus presentation is neces-
sary but insufficient for response to occur” remains unclear
to us. The sentence in our target paper that follows the one
Pisella et al. refer to says, rather clearly, that “nothing will
happen upon stimulus presentation until the participant
has been instructed to respond in a particular way and he
or she is willing to do so.” Accordingly, we predict that
Pisella et al.’s participants would not have made corrective
movements had they not been instructed to carry out point-
ing movements toward the presented targets at all. If this
not overly risky prediction holds, the corrective movements
can be seen as a consequence and, in fact, as an indicator of
the participants’ action goals, which is in full agreement
with TEC.

Third, planning an action requires knowledge about how
a given goal can be achieved (Elsner & Hommel 2001;
Hommel 1998a). Depending on the particular action and
the environmental conditions, such knowledge may not be
necessary for the mentioned fine-tuning via sensorimotor
channels. Indeed, and here we agree with ecological ap-
proaches, there may be sufficient information “out there”
to specify the parameters of a long jumper’s final few strides

to the take-off board (Kim & Effken; see also sect. R3.4).
Yet, the actual and efficient use of this information depends
on a whole number of preparatory processes: the very idea
of jumping into that particular sand-pit, to do so by running
towards it, to jump off with the dominant leg, to lean the
body forward while in flight, and so forth. Most of these
preparations are likely to be carried out way ahead of time
of contact with the take-off board, so that anticipations of
later parts of the action can shape earlier parts to make the
whole action more efficient (Rosenbaum; Rosenbaum et
al. 1990). Thus, they take place before the environmental
or body-related information they refer to is available, which
means that they must depend on some kind of internal
knowledge – be it an internal model or stored instances of
movements (Rosenbaum), or of movement-effect epi-
sodes (Hommel 1997; 1998a; Kunde).

To summarize, we distinguish between an on-line senso-
rimotor stream of information flow, that TEC does not
cover, and a (potentially off-line) perception-action stream,
that TEC does cover. We assume that while the former is
affected and constrained by action planning, the planning
processes themselves take place in the latter. Even if action
planning may often be selective in not specifying kinematic
peculiarities that can be more precisely specified by on-line
environmental information, we would not feel comfortable
with Westwood & Goodale’s distinction between “decid-
ing what to do” (a job they seem to ascribe to Milner &
Goodale’s [1995] ventral pathway) and “specifying how to
accomplish an intended action” (ascribed to the dorsal
pathway). Let us take their example of picking up a cup of
coffee. We can see that deciding to perform that action at
all is a What-decision. But what about choosing the hand,
the fingers performing the grip, the speed towards the cup,
the force of the grip, the part of the cup that is grasped, the
speed with which the cup is brought to the mouth – are
these all What-decisions as well? If not, are they all exclu-
sively performed via the dorsal pathway? Would that not
imply that none of these decisions is open to voluntary, or
at least not conscious, control? In our view, such a distinc-
tion raises more questions than it answers, and it becomes
even worse if we consider the rather common situation that
the cup is lifted without being looked at.

R2.3. Codes

TEC aims at describing relevant functional characteristics
of the codes underlying perceptual and action-planning
processes. In speaking of codes representing perceived and
to-be-produced events, we make what is in our view a
rather uncontroversial assumption: that perceiving an ex-
ternal event is associated with a correlated change in the
perceiver’s cognitive state (e.g., as indicated by neural ac-
tivity) and that producing an external event is preceded by
a correlated change in the actor’s state. There are many
ways to describe such changes and some levels of descrip-
tion may be better suited for particular purposes than oth-
ers. Apart from the functional, analytic level of description
we preferred in presenting TEC, one may focus on the ac-
tivation levels of neuroanatomical structures (Chaminade
& Decety; Cisek & Kalaska) or model neurons (Wolters
& Raffone), interaction patterns between or within neural
assemblies (Chown et al.), or characteristics and changes
of cortical maps (Dinse), and one may even wish to con-
sider concentration of neurotransmitters.
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Although it is an all but trivial task to properly relate these
different descriptions of representational codes to each
other, many commentators demonstrate that it is feasible
and, indeed, the whole idea underlying cognitive neuro-
science strongly depends on this. Importantly, whatever the
description level chosen, we do not regard neural codes to
be properly characterized as “mental” (Richardson &
Michaels) – a term that, apart from citations, we did not
use at all – or “nondynamic” and “time-free” entities “that
seem to sit outside of natural law” (Shaw & Wagman), and
we see no reason why TEC would motivate such charac-
terizations. Moreover, we do not see the codes assumed by
TEC to be properly characterized as probabilistic anticipa-
tions on the basis of which people form “an expectation of
what might occur” (Kim & Effken). Instead, we fully share
Millikan’s view that the codes underlying perception and
action planning have a double-faced function in both rep-
resenting a particular state of affairs and telling what could
be done about it. Hence, in Millikan’s own words, “the same
complete representation token can have two functions at
once, being both a fact-presenter and an action-director.”
The only thing we need to add from a TEC point of view is
that, given the assumption of distributed representations, it
may still be possible to analytically or even physically (e.g.,
by means of single-cell recordings or through lesions) de-
compose those tokens into smaller units, that is, feature
codes.

This assumed high degree of integration of perceptually
derived and action-related codes distinguishes TEC from
stage models with their implicit or explicit separation of
codes. Therefore, we doubt that the mere observation that
both types of models use the same term (Proctor & Vu)
signals any deeper theoretical connection; in our view, this
merely reflects that they both presuppose (as any approach
in the wider field of cognitive neuroscience does) that there
is some internal activity correlated with external events.
With respect to the assumed integration of codes across
perception and action Pisella et al. are concerned that
TEC may not be able to account “for the fact that the same
perceptual event can give rise to several actions (e.g., des-
ignating, grasping, squeezing)” and that “the perception of
a distal stimulus” might “imply that one has already selected
a given action to perform on or with this object.” In our
view, these commentators overlook major assumptions we
have made. Most importantly, TEC’s prototypical agent
does not passively await some stimulus information and
then makes a decision how to react thereupon. Outside psy-
chological laboratories people commonly look out for par-
ticular stimulus events they are interested in, which means
that perception is as intentional as action is (Jordan; see
sect. 2.1). If so, the actual processing problem is exactly
contrary to that posed by Pisella et al.; it consists of find-
ing a stimulus that matches the current interests and action
goals, not in checking out what action a given stimulus may
afford. Hence, when looking for something to write, a pen
simply matches one’s current goals, and for neurophysio-
logically healthy adults there is no “necessity” to bother
about, such as to suppress squeezing or throwing the pen.
How this kind of goal-directed coding of perceptual events
may be achieved has been discussed in section 3.2.3 of our
target article.

Another concern raised by Oriet  et al. (and, to some
degree, by Proctor & Vu and Sanders) relates to the
question: how original is our assumption of common

codes? In particular, Oriet et al. ask “whether a common
coding model can be distinguished from a classical model
in which interactions between perception and action codes
are postulated.” Apart from the terminological confusion
we discuss in R3.2, our first answer to this is: If one really
postulates multi-lateral interactions between perception
and action codes one would no longer defend a classical
model, as it is this very uni-directional flow of information
from input to output that, in our view, characterizes classi-
cal models (see Proctor & Vu). But, more concretely, as-
sume a hypothetical, purely (classical) perceptual code P
and a purely action-related code A. Let them represent, for
a simplified example, the fact LEFT, so that P would be-
come activated if a “left” stimulus is perceived and A would
be activated if a “left” action is planned. Were they inde-
pendent, it would be difficult to understand why left ac-
tions are primed by left stimuli, and vice versa, to name just
one example from our empirical review. To account for
such mutual priming one at least needs to connect P and A
by some kind of association, which seems to be what Oriet
et al. suggest. However, how would such an association ac-
count for the observation that planning a left action impairs
the perception of left stimulus (Müsseler & Hommel
1997a; 1997b) – an effect that Oriet et al. were able to rep-
licate and extend? That is, why should using A interfere
with using P? To account for that, one would need to link
P and A to a degree that gets at least very close to assum-
ing some kind of functional unity. Once this point is
reached, we suspect there is not much left for major theo-
retical arguments.

A final question with regard to the relationship between
the codes used for perceptual events and for action plans is
raised by Sanders, who asks whether “perception and ac-
tion planning also share a common representation in a
Sternberg classification task.” The answer is as simple as it
is general: That depends entirely on what the stimuli and
the responses are. As perceptual events and action plans are
coded in terms of distally defined features, code overlap (or
partial code identity) exists to the degree that the distally
defined features of the stimulus and response in question
are the same.

R2.4. Features

TEC assumes that perceived and to-be-produced events
are coded in terms of their distal features, that is, repre-
sented through activated and integrated feature codes. We
took pains to point out that TEC allows for the coding of
any feature, be it as “simple” as the pitch of a sine tone or
as complex as a chair’s “sit-on-ableness” – as long as it can
be discriminated in perception and/or action planning. The
reason for so liberally considering even “arbitrarily chosen,
arbitrarily combined features,” as criticized by Galantucci
et al., has to do with real life. In contrast to the seemingly
naturalistic picture drawn in most ecologically inspired
commentaries, mastering real life in modern Western cul-
tures involves a multitude of tasks with arbitrary combina-
tions of perceptual and action-related features. This in-
cludes, for example, pushing the right button to quiet the
alarm clock in the morning, brewing coffee by using rather
complex electronic equipment, and driving a car while nav-
igating through a whole world of traffic lights and linguistic
instructions. Most people manage to master these tasks,
and we want to understand how they can. As the stimuli
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they face are often arbitrary combinations of simple and
complex features of perceivable events, and as the actions
they perform are often arbitrary combinations of move-
ment parameters and other movement elements, we think
it is important to build a theory that helps understanding
how people code both natural and artificial events. We def-
initely agree with ecological approaches that the search for
effectively used information in perceptual events and pro-
duced actions is not easy, and we also agree that higher-
order variables like tau (Kim & Effken) or even more com-
plex derivates from motor competencies (Galantucci et
al.) may be involved in specifying some parameters in
jumping movements and speech perception, respectively.
Yet, we doubt that accounting for the most of our everyday
perceptions and actions will be possible without consider-
ing less “natural” stimuli and actions than those favored by
ecological psychologists. This is why TEC allows for both
arbitrary and “natural” feature combinations in perception
and action planning.

A drawback of this liberal stance is that we are unable to
provide a priori definitions or predictions of which features
are coded under what circumstances (Hochberg; Wolters
& Raffone). This is not so much a problem in experiment-
ing, as participants can be instructed and tasks tailored to
highlight particular features and make them task-relevant.
However, outside the lab such tight control is not possible
so that predictions necessarily lose precision. Moreover, it
may be that the reliance on one or another feature depends
on and, thus, varies with practice and expertise (Sanders) –
just think of processing the taste of wines or the properties
of snow. This is not a problem unique to TEC. What features
people attend to, select, and eventually learn do always de-
pend on a mixture of relatively easy to objectify task con-
straints and contextual circumstances, and much more dif-
ficult to determine individual factors having to do with
abilities, skill level, learning history, attentiveness, and so
forth. Hence, there will always be factors whose effects are
easier to predict than of others, a problem TEC shares with
any other model in perception, categorization, memory, or
motor programming. Considering this, we are sceptical with
regard to the possibility of identifying and codifying feature
codes in an a priori fashion, as demanded by Hochberg or
Wolters & Raffone. Instead, we prefer to stick to a circular
definition: Feature codes can code anything that a per-
ceiver-actor is able to discriminate in perceiving and/or pro-
ducing an event. As our empirical review and the new evi-
dence in the commentaries demonstrates, this does not
necessarily prevent one from making successful predictions.

Another assumption we make is that feature codes refer
to distally defined information, not to the sensory channels
this information has been received by. Vogt & Hecht have
taken this to mean that TEC only allows for coding “ab-
stract” information and therefore is unable to account for
surplus information if different channels are involved. This
is true only if all sensory channels would deliver exactly the
same type of information in exactly the same quality. As this
is not a reasonable assumption – just consider localization
by eye versus ear, or texture identification by eye versus
hand – TEC is well equipped to deal with findings showing
both transfer between, and various contributions from, dif-
ferent modalities. In a way, sensory channels are not too
different from TV channels: the information they deliver
points to external facts, not to the channels, and multiple
channels increase the amount of information one gets.

Along the same lines, TEC does not really introduce the
problem of differentiating between seen and performed ac-
tion, an issue raised by Chaminade & Decety. As long as
the perceiver is not the actor it is very unlikely that the in-
formation about a seen and a performed action is identical;
just think of the rather specific information delivered by
kinesthetic channels, or the way action goals (which are ab-
sent when perceiving an action) “color” perception and ac-
tion coding through feature weighting.

An interesting, additional issue with respect to feature
codes is raised by Meiran and Richardson & Spivey. In
our target article we focus on perceptual events and action
plans, in other words, on events outside the body. But what
about internal codes referring to intended (but not yet
achieved) events, (perceived) emotions, semantic, linguis-
tic, and other memory contents? Should TEC allow for
such codes to become integrated into event codes, thereby
coloring, so to speak, the coded perceived event or action
plan? Albeit very briefly, we did signal this possibility in the
target article (sect. 3.2.1) but did not develop this issue in
the empirical review – simply because at that time we were
unable to find data speaking to it. However, there are sev-
eral recent observations that encourage us to more strongly
consider the integration of such “internal,” task-specifically
weighted feature codes. For one, there is Meiran’s own re-
cent work, in which he successfully applies his idea that
stimuli are integrated with the context-dependent meaning
of their response, to a number of findings in the area of task-
switching (e.g., Meiran 2000b; Meiran et al. 2000; see also
Hommel et al. 2000b). Indeed, the possibility of binding
codes of already known stimulus and action features before
an action takes place would provide ideal support for pro-
spective memory: Once prepared, such a binding would be
able to control the more or less automatic execution of an
action under appropriate circumstances (Bargh & Goll-
witzer 1994). Evidence for the integration of emotional in-
formation is also emerging. For instance, actions that are
consistently followed by a mild electric shock (Beckers &
De Houwer 2000) or a “grumpy” face (Van der Goten et al.;
Hommel 2001) have been demonstrated to become in-
creasingly compatible with word stimuli of negative emo-
tional valence, and comparable effects occur for positive ac-
tion effects. This suggests that actions become integrated
with codes of positive or negative outcomes, which then
play a role in stimulus-driven response selection (action in-
duction). Interestingly, this fits well with Damasio’s (1994)
concept of a “somatic marker.” Finally, as reported by
Richardson & Spivey, even semantic and linguistic infor-
mation has been found to become integrated with per-
ceived events and action plans. Taken together, the evi-
dence strongly supports our broad interpretation of what
counts as an event feature.

R2.5. Events

In principle, TEC is intended to account for coding events
of any sort and on any time scale. Yet, most examples in our
empirical review refer to rather primitive stimulus signals
and relatively simple laboratory actions – although we think
that the range of actions is actually wider than some com-
mentators admit and that, in contradiction to Pisella et al.’s
implicit assumption that only pointing and grasping actions
have goals, they were all goal-directed. Still, many per-
ceived events and performed actions in our daily life are
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richer and more complex, which raises the question of
whether we can really extrapolate the available evidence to
larger-scale events. There are two related issues that be-
come increasingly important when turning to such events:
(1) they often possess some kind of (at least perceived) hi-
erarchical structure (Zacks), such as a scene consisting of
parts and sub-parts, or a multi-layered action like preparing
for an exam; and (2) that they typically comprise a number
of sequential steps (Chown et al.), such as in making cof-
fee or in watching a movie. A hierarchical and sequential
structure introduces coding problems that go beyond TEC’s
present capabilities. Very likely, coding complex events
involves some kind of schematizing (Zacks) or chunking
(Chown et al.; Lane et al.; Wolters & Raffone) of their
parts, and we agree with the commentators that TEC would
(and should) benefit a lot from relating to available accounts
of hierarchical event coding, such as PLAN, CHREST, and
Zacks and Tversky’s (2001) model. But TEC also has some-
thing to contribute to understanding the coding of multi-
layered events. For instance, TEC-driven studies have shown
that the cognitive representations of elements of complex
visual arrays are determined by whether, and how, their
perceptual and action-related features overlap. In particu-
lar, houses of map-like configurations are integrated into
the same cognitive cluster if they share shape- or color-
related features (Gehrke & Hommel 1998; Hommel et al.
2000a) or the action they signal (Hommel & Knuf 2000;
Hommel et al. 2001).

With respect to the coding of sequences, we see no dif-
ficulty in assuming that elements of a sequential action are
temporarily linked and organized by means of syntactic
structures, such as the action-sequencing cells discussed 
by Bryson. As the order of elements is a perceivable as well
as plannable feature of events, we find it only natural that
neural means exist to code these features. Hartsuiker &
Pickering even report evidence that syntactic features
obey the same processing rules and, thus, give rise to the
same types of phenomena than the more content-related
spatial and figurative features covered by our review. Other
challenges may be more difficult to meet. For instance, if
action sequences get longer only the first few elements tend
to be fully prepared before the sequence is started, whereas
later elements are planned while execution of the preced-
ing elements is underway (e.g., Semjen & García-Colera
1986; Van Donkelaar & Franks 1991). In TEC terms this
would imply a mixture of fully integrated action elements
and elements that are only activated (or maintained), and
we do not see how TEC could predict how many elements
fall into each category or how such a composition would be-
have. Yet, irrespective of such open questions, we have seen

no convincing argument that a TEC-inspired approach is in
principle unable to deal with more complex actions. Quite
to the contrary, the work on the processing of sentences and
stories reviewed by Zacks suggests that TEC fares reason-
ably well if applied to events on larger time scales.

R2.6. Activation and integration

TEC distinguishes two basic representational states a fea-
ture code can take on, activation and integration. Facing a
perceptual event or action opportunity one is currently not
interested in leads to a brief and quickly decaying activation
of the codes corresponding to this event’s features (see Fig-
ure R2, feature code f3 in Phase II). Interest in the event is
associated with an (attentional-intentional) increase in the
weights of its interest- or goal-related features (the feature-
weighting principle), which again increases the net activa-
tion these codes reach when coding the event in question
(see f1 and f2 in Phase II). This additional boost increases
the likelihood of codes reaching an integration threshold
that determines which codes become part of the integrated
event code (see f1 and f2 in Phase III). If the binding dis-
solves, the activation of the previously bound codes will start
decaying (see f1 and f2 in Phase IV) and eventually go back
to baseline.

A whole number of commentaries addressed the several
problems and virtues of these process-related assumptions.
We have a twofold reply to their concerns. On the one hand,
we are fully aware that TEC is still too underspecified to
deal with the details of many empirical phenomena, and in
several cases is simply too powerful (i.e., nonspecific) to al-
low for clear-cut predictions and rigorous experimental
testing. In particular, this applies to temporal assumptions
regarding when the hypothetical phases take place and
their durations, as well as to the possible preconditions for
these processes and for aspects of their temporal behaviour
(Diedrichsen & Hazeltine; Kunde; Oriet et al.; Zacks).
This is certainly a weakness we have to admit, but we think
we can (and, for the moment, should) live with it. For one
thing, these missing assumptions do not really touch TEC’s
basic architecture or the logic of its operations, and we there-
fore prefer to resolve the questions relating to them empir-
ically. Indeed, it is not unlikely that as far as experimental
tasks are concerned, the necessary temporal parameters are
strongly dependent on the particularities of the task, the
stimulus material, the type of responses, and the strategies
of the participant. For instance, the time when integration
starts and how long it takes may vary with the number of
stimuli competing for integration, the complexity of a
planned action, or the time-scale of the event in question
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Figure R2. Four sequential phases of feature activation and integration where one feature (f3) code rapidly decays after activation
(Phase I) whereas activation for f1 and f2 increases (Phase II), yielding an integrated event code (Phase III) and starts to decay again
(Phase IV).



(Zacks). How long it takes for a previously bound code to
decay will depend on whether or not the perceiver-actor an-
ticipates making use of this code in the near future. And
people may be able to adjust, and therefore vary in, the size
of their temporal “integration window,” that is, the interval
across which evidence is sampled into the same event file
(Lupiáñez & Milliken 1999). We do not see how all these
and other possible complications can be resolved on the ba-
sis of a priori theoretical principles, and therefore do not
find it useful to unnecessarily restrict TEC’s bandwidth by
including some arbitrarily chosen specifications on the ba-
sis of preliminary evidence. Rather, we see TEC as a frame-
work to motivate and guide the construction of a whole
number of more task- or domain-specific TEC-type mod-
els that do lay down such specifications and can, therefore,
be empirically tested with more rigor. We even consider it
useful to construct competing TEC-type models, that is,
models that share their basic architecture but differ with re-
spect to their parameters.

On the other hand, the hypothesized picture of an inter-
play of activation and integration has recently found con-
siderable support in quite a number of tasks and areas other
than those considered in our review, spanning the integra-
tion of eye movements and linguistic material (Richardson
& Spivey), dual-tasks combining eye and hand movements
(Stuyven et al. 1999), judgments of object properties (Rich-
ardson et al. 2001; Tucker & Ellis 1998), and the integra-
tion of lexical and syntactic information (Hartsuiker & Pick-
ering). Moreover, even the present version of TEC is not
as underspecified as some commentators claim; there were
quite a number of challenges we found not too difficult to
deal with even in the absence of more task-specific versions.

For instance, although we consider it possible that addi-
tional assumptions and qualifications may be required to
apply TEC to the behaviour of mentally ill people, we do
not see how the observations of Müsseler and Hommel
(1997a; 1997b) can be explained by conditioned blocking
(Oades & Kreul). Blocking requires some amount of train-
ing, hence, a number of repetitions of particular stimuli
and/or responses; yet, Müsseler and Hommel’s action-
effect blindness is a trial-to-trial phenomenon that appears
in experiments with constantly changing combinations of
stimuli and responses.

We also are unable to see why, and in what sense, the as-
sumption of distal coding conflicts with the observation that
action planning is affected by the relation between the hand’s
starting position (a well-defined distal event) and (other)
stimuli (Pisella et al.). With respect to action planning
TEC uses the terms “proximal” and “distal” to refer to spec-
ifications of a planned event in terms of muscle innervations
and to-be-perceived, external attributes, respectively; this
is not to be confused with “close to the body” versus “far
from the body.” Moreover, it is true that TEC has no full-
fledged theory of attentional selection built in, which makes
principled predictions about the coding of distractor stim-
uli difficult; yet, the observation that trajectories of hand
movements are affected by concurrently coded stimuli
(Pisella et al.) seems to be so much in line with TEC that
we fail to see a challenge here (see also sect. 4.3.2 in the tar-
get article for how TEC accounts for effects that seem to
indicate inhibition).

Oriet et al. report a number recent studies from their
lab that replicate and considerably extend the observations
of Müsseler and Hommel (1997a; 1997b). However, in

contrast to Stoet and Hommel (1999) and Wühr and Müs-
seler (2001), they found reliable interference between a
planned action and a masked stimulus not only before, or
while, but even after the action was carried out. As they 
say, this is inconsistent with our assumption that elements
belonging to an action plan become automatically desinte-
grated immediately after use. Instead, participants may
have kept their plans active for some longer time than in our
own studies. Yet, even in the studies mentioned by Oriet
et al. dramatic reductions of the action-induced impair-
ment of perceptual identification were observed as soon as
the action was fully executed, and in some conditions the
effect was indeed eliminated. Hence, the empirical differ-
ences are not as drastic as Oriet et al.’s commentary might
suggest and it is not too difficult to explain them. Moreover,
even though we agree with Oriet et al.’s general argument
that more specification is needed for a more task-specific
modeling, we think that they overestimate the degrees of
freedom TEC provides for predicting and accounting for
empirical findings. Activation and integration are states that
are strictly bound to particular functions, and this in prin-
ciple allows for independent testing of even post-hoc as-
sumptions. For instance, if the observation of blindness 
effects after execution of an action really results from par-
ticipants maintaining their action plans somewhat longer,
one should find an increase or decrease of this pattern if one
rewards for or punishes the maintenance of those action
plans, respectively (e.g., by introducing a tertiary task in-
between action execution and stimulus-related judgment
calling for frequent repetitions versus alternations of the
previously planned action). Moreover, if the plans are really
maintained longer, one might find effects on the speed of
responses carried out thereafter, for example, in the stimu-
lus-judgment part of the task – especially if this part follows
shortly after and especially in participants showing stronger
indications of “maintenance.” In a nutshell, TEC does not
in fact “as easily account for a pattern of results as it can for
the exact opposite pattern” (Oriet et al.) because the ad-
ditional assumption one needs to make to account for an
unexpected outcome is open to an independent empirical
test.

Kunde also points to some, in his view, inconsistencies
between TEC’s predictions and its empirical observations.
In particular, he discusses Craighero et al.’s (1999) finding
that planning a grasping movement primes the processing
of a “Go” stimulus that looks like the grasp object, and he
asks whether TEC should not have predicted negative ef-
fects here. However, there were some major differences
between Craighero et al.’s and Müsseler and Hommel’s
tasks. People in the former prepared one action directed to-
wards an object, that is, a single sensorimotor event to be
triggered by the “Go” stimulus. Here, the processing prob-
lem consisted in maintaining and then launching a single
representation of an object-oriented movement, but no
separate stimulus-related response was required. And ac-
tion-congruent “Go” signals did not just feature-overlap
with the goal object – they perfectly matched it, so that no
coding conflict could arise. In contrast, the Müsseler and
Hommel task requires the formation and maintenance of
two different, independent cognitive structures, an action
plan and a stimulus representation for later report. The pro-
cessing problem in this case is therefore not restricted to
one structure and mere maintenance, but includes keeping
the two maintained structures separate. Also, the “object”
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of the planned action was a response key, which feature-
overlapped but was otherwise very different from the to-be-
identified stimulus. Hence, in contrast to Craighero et al.’s
task, where people might have used the same event code
for coding both the stimulus and the planned action, the
major problem for Müsseler and Hommel’s participants
consisted in creating one event code while maintaining an-
other, and in keeping them apart although they are linked
via a shared feature code. Accordingly, we do not consider
the findings of Craighero et al. a real challenge to TEC. The
same applies to Hommel and Schneider’s (in press) obser-
vation that selecting a manual response primes the selec-
tion of a bar-marked element of a small search array. As re-
ported in that study, there was strong evidence that the
actual stimulus selection took place after response selection
and execution was completed. Thus, under the assumption
that plan elements were quickly unbound (Stoet & Hom-
mel 1999), one would expect that the (decaying) activation
of plan elements could bias the eventual stimulus selection.
And this is what happened. The problem here is not that
predictions from TEC would be ambiguous, it is just diffi-
cult to determine a priori precisely when the assumed pro-
cesses take place if a task gets complicated.

The objections of Diedrichsen & Hazeltine are simi-
lar to Kunde’s, and so is our reply. We have already pointed
out how Hommel and Schneider’s (in press) findings fit into
the picture. Our interpretation of Diedrichsen et al.’s (2000)
observations is somewhat different. What they found is that
the distractors that are compatible or incompatible with a
target (and the implied response) have a stronger impact if
they appear on the side where the correct response is car-
ried out. In our view, during the first, activation phase tar-
get information is continuously fed into activation of the as-
sociated action-feature codes (Hommel 1998c; Hommel &
Eglau, in press), which include response location. Activat-
ing location codes (access to which is shared by stimuli and
responses) “backward-primes” the stimuli sharing the acti-
vated code, so that response-compatible distractors receive
a processing advantage. We found a similar phenomenon
under dual-task conditions: Hommel (1998c) observed that
compatibility between the response of the secondary task
(e.g., the verbal response “red”) backward-primes the stim-
ulus of the first task (e.g., a red-colored stimulus). Thus,
these effects are not restricted to the spatial domain. Note,
however, that all these priming-type effects are observed
some time before the response in question is carried out. If
we assume that in these reaction-time experiments re-
sponse execution immediately follows response planning,
this means that priming is observed in the earlier planning
phase, that is, the activation phase. Accordingly, TEC would
predict that the effects should differ from a situation in
which people have several seconds to plan their response
before facing the to-be-processed stimulus, as in Müsseler
and Hommel’s (1997a; 1997b) studies. And this is what
Diedrichsen et al. (2000) observed.

We found Diedrichsen & Hazeltine’s limited success
in applying TEC to the concurrent or temporally overlap-
ping planning of multiple actions, more challenging. On the
one hand, the findings of Stoet and Hommel (1999) can be
replicated with combinations of eye and hand movements
(Stuyven et al. 1999), which rules out Kunde’s objection
that body instability may have played a role and demon-
strates some degree of generality. On the other hand, how-
ever, the discussion of Diedrichsen & Hazeltine reveals

the (admitted) difficulty in defining what an event is. The
two actions planned in Stoet and Hommel’s task were sep-
arated by several seconds, and therefore clearly required
the creation of two different plans. However, with decreas-
ing temporal separation it becomes unclear whether peo-
ple still create two plans or somehow merge these into one
coherent structure. Even if one introduces stimulus-onset
asynchronies (SOAs), the often short interval between the
actions may still motivate people to either use one coherent
plan, or re-use the previous plan by only modifying the
changed parameters (Rosenbaum et al. 1986). Then pre-
dictions from TEC become muddy, the more so as it does
not provide the means to predict which strategy is used un-
der which conditions. Which is one more reason to point
out that we see TEC only as a guide to build task-specific
models, not as a substitute for such models.

Finally, Wolters & Raffone have some objections to our
distinction of activation and integration processes, and they
discuss reasons why and how these two processes might
interact. Indeed, it makes sense to assume that integrating
a feature code into a coherent event code impacts upon its
activation level and thereby prolongs its “lifetime.” Con-
versely, it seems obvious that only (sufficiently) activated
codes can become integrated. Yet, this does not, for one,
rule out the possibility that activation and integration
phases have different effects on other codes, and we think
that the demonstration of both positive and negative effects
of feature overlap supports our assumption that they do.
Moreover, Wolters & Raffone argue that

the selective allocation of a shared feature . . .  to only one of
two concurrently activated event representations, cannot be
plausibly based on the oscillatory synchronization within and
desynchronization between the two event representations:
since synchronization implies a transitive relationship, shared
nodes may lead to interference-prone coding and readout of
the events.

However, apart from the fact that TEC is not tied to oscil-
latory synchronization as a physiological implementation of
integration, the presence of interference between action
planning and perceptual identification reported by Müs-
seler and Hommel (1997a; 1997b) in fact points to some
kind of “interference-prone coding and readout of the
events.” Hence, rather than challenging TEC’s assumptions
Wolters & Raffone’s commentary in our view provides ad-
ditional support for the logic underlying them.

R2.7. Control

TEC focuses on how events are cognitively coded but it
doesn’t have much to say about what events are considered
under particular circumstances. Thus, it does not (yet) in-
clude an elaborated theory of selection, so it cannot satis-
factorily deal with issues like the selection of targets from
distractors (Pisella et al.), or the selection among compet-
ing goal-satisfying behavioral alternatives (Olivetti Belar-
dinelli & Basso; Bryson; Kunde). However, it is also true
that even the present version of TEC does have some con-
trol built in. In particular, we assume that goal-related fea-
tures of objects and action plans are weighted more strongly
than other features. This not only contextualizes the emerg-
ing representations of events, it also affects their impact on
behavior by granting goal-relevant objects and action plans
a processing advantage. As discussed by Meiran, feature
weighting may suffice to explain great portions of inten-
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tional task-switching – an ability commonly considered to
reflect intentional control – and influential cognitive-con-
trol models such as that of Cohen and colleagues (Cohen et
al. 1998; Cohen et al. 1990) operate basically on the same
principle (Hommel et al. 2000b). With respect to input se-
lection, the assumption that goal-related events receive se-
lective top-down support which again biases the competi-
tion for selection, fits well with recent models of attentional
selection, as those of Bundesen (1990) or Duncan and
Humphreys (1989; Duncan 1993), and Ivanoff & Klein
rightly point out further similarities with Norman’s (1969)
and Folk et al.’s (1992) ideas on attentional control. True,
these connections need to be worked out in more detail in
the future; but given that TEC was not meant to be a con-
trol model proper, it does not compare too badly with those
that are.

R2.8. Neurophysiological and anatomical basis

TEC is formulated in purely functional terms with no par-
ticular connection to the brain hardware through which the
hypothesized functions may be implemented – a decision
regretted by some commentators (e.g., Chaminade & De-
cety; Pisella et al.). There are three reasons that in our
view justify this decision at this point.

First, although some, certainly encouraging, neuroscien-
tific studies on perception-action relationships are available
already (and some were indeed considered in our target ar-
ticle), this area of research is still in its infancy. For instance,
most of the relevant neuroscientific studies Chaminade &
Decety and Pisella et al. discuss either just appeared or
are still in press, and the validity of some central findings
underlying Milner and Goodale’s (1995) distinction be-
tween a perception and an action stream is under heated
debate (e.g., Bruno 2001; Carey 2001; Rossetti & Pisella
2002). So, before trying to map psychological function to bi-
ological substrate it seems safe to await some degree of con-
solidation in findings and interpretations on the biological
side.

Second, as with any research, what neuroscientific ap-
proaches can find is constrained by the methods they em-
ploy. The machinery and techniques dominating the cur-
rent discussion of perception-action relationships (as well
as the arguments of Bryson, Chaminade & Decety, Ci-
sek & Kalaska, Dinse, and Pisella et al.) focus on the ac-
tivation of either single cells, or cell assemblies, or whole
cortical areas; or, as in patient or lesion studies, on the pres-
ence or absence of those areas. It makes sense to assume
that the activation of those neuroanatomically defined units
speaks to the functional process of activation postulated in
TEC. However, we are not so sure whether they, in princi-
ple, can tell us something interesting about communication
between units and integration of the information they deal
with. This may work if integration is achieved by conver-
gence on single grandmother cells or grandmother assem-
blies, which might be localized in a particular area or sys-
tem, which can then be detected via brain imaging, lesions
in this area, or single-cell recordings. Yet, if integration is
achieved by coordinating the behavior of neurons or neu-
ronal assemblies, as Wolters & Raffone or Singer (1994)
suggest, it need not lead to any detectable increase, perhaps
not even to a change, in brain activation (as timing and av-
erage firing rate are logically independent). If so, it may

turn out to be extremely difficult, if not impossible, to “lo-
calize” integration processes in the brain, and conclusions
based on techniques that focus on localization may have
limited value. Therefore, it seems safe to wait and see how
findings from neuroscientific “activation” analyses fit with
results from techniques better suited to reveal communi-
cation processes, such as mass-cell recordings or magne-
toencephalography.

Third, given these and other considerations, we as yet do
not see the promise of over-additive insights when mapping
functional process descriptions to brain structures. Of
course, it is highly interesting to see that the general prin-
ciples claimed in TEC also hold for, and prove to be useful
to understand, the neurophysiological underpinnings of
perception-action relationships. We are therefore grateful
to the commentators for having pointed out these parallels
and possible points of connection and correspondence be-
tween function and substrate; the review by Chaminade
& Decety, especially, is very encouraging in this respect.
We also have no reasons to object to the particular ways
suggested by these commentators to map function to sub-
strate, and to direct our attention to probable TEC-related
systems in the following regions of the brain: in the parietal
lobe, where information about stimulus-response relations
may be stored (Chaminade & Decety, Pisella et al.); the
prefrontal cortex, which may be involved in “contextualiz-
ing” and biasing events (Cisek & Kalaska; Cohen et al.
1998); the cerebellum, which may mediate perception-ac-
tion integration (Pisella et al.) and forward-modeling of ac-
tion (Cisek & Kalaska); and the basal ganglia, which may
contribute to the selection of action plans (Bryson). Nev-
ertheless, what would happen if these suggestions prove in-
correct? What if, to take a fictitious example, we explicitly
assumed that goal-related feature weighting is “performed
by” the prefrontal cortex, and then be faced with indica-
tions that features are still weighted in patients or animals
after complete removal of this cortical structure? Should
we then give up the assumption of feature weighting or the
assumed connection between weighting and prefrontal
cortex? We believe that most people will find the latter
more reasonable, simply because understanding a psycho-
logical process does not critically depend on the cortical lo-
cation where the process takes place – if it can be localized
at all.

These arguments are by no means intended to encour-
age mutual ignorance between psychological and biological
approaches. On the contrary, we find the developing neu-
roscience of perception and action (for a label) extremely
interesting and the emerging parallels to functional models
very inspiring. Nor do we exclude more fruitful integration
of functional and physiological ideas in the near future. It is
just that we, at this point, do not yet see sufficient justifica-
tion for (nor the synergetic effects of ) tying TEC to partic-
ular cortical structures.

R3. Relations to other approaches

R3.1. Historical predecessors

In our target article, on several occasions we pointed out
that TEC does not come out of the blue but, on the con-
trary, takes up a number of elements from other, in some
cases surprisingly old, theoretical approaches. Yet, we may
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have failed in making some important connections suffi-
ciently obvious (Hochberg), such as the links with the Tol-
man theory of purposive behavior (discussed in more detail
in Hommel 1998a) and Gibson’s ecological approach (see
sect. R3.4). Sanders mentions further interesting connec-
tions to the work of von Weizsäcker and Werner, and there
are some more points of contact to other ideas that the in-
terested reader will find elsewhere (Aschersleben & Prinz
1995; Elsner & Hommel 2001; Hommel 1997; 1998a; Müs-
seler 1999; Prinz 1984; 1987; 1992).

TEC’s connection to Tolman (1932; 1959), also empha-
sized in the commentary of Chown et al., is instructive
with respect to three issues. First, apart from the distal cod-
ing issue discussed by Hochberg, TEC owes to Tolman the
insight that feedback (i.e., action effect) does not only pos-
sess a motivational function (by rewarding or punishing for
the action) but also provides information about what the ac-
tion leads to (Tolman et al. 1932). Accordingly, it makes
sense to assume that action effects do not only supply the
glue for linking stimulus to response (Walker 1969), but
that their representations become integrated with the re-
sponse pattern itself. This way the effect code informs
about means-end relations and thereby serves as both a for-
ward model (Cisek & Kalaska; Rosenbaum) and a re-
trieval cue of the action (Harless 1861; James 1890; Lotze
1852).

Second, the major historical problem of Tolman’s ap-
proach, at least in the area of learning theory, is that it nicely
accounts for what rats (and, by inference, humans) may
know about events and environmental conditions, but it
fails to explain how and why it ever starts moving. Indeed,
if one considers the information a rat or human acquires by
observing another as pure “cognition,” that is, as mere in-
formation laid down in some storage system, one needs to
introduce additional processes that interpret and make use
of this information to carry out some overt behavior. That
is, one needs some machinery that translates perceptual
codes into action patterns, as is postulated by classic stage
theories of information processing (see sect. R3.2). This is
certainly feasible, but then one faces all the problems trans-
lation approaches entail (as discussed in our target article),
like explaining why some translations are easier than oth-
ers, and why action planning affects perception. But such
problems do not arise if one considers codes to have a di-
rect, active impact on action control (Millikan), as TEC
suggests.

Third, an important driving force for Tolman’s cognitive
approach was the difficulty to explain maze learning in an-
imals on the basis of direct stimulus-response associations.
For instance, if rats can transfer maze-specific knowledge
acquired by wading to swimming, or vice versa (Macfar-
lane 1930), they do not seem to have learned particular
stimulus-response chains. Instead, what they acquired must
have included some kind of representation of the locations
visited, or, as TEC suggests, a sequence of perception-action
events. However, a real cognitive map is meant to include
more than sequence-related knowledge; it actually implies
the transformation of such knowledge into some more in-
tegrated representation. As TEC is not sufficiently devel-
oped to cover these kinds of transformation, it seems in-
deed promising to try connecting it with available ideas
about how this might be achieved, as suggested by Chown
et al.

R3.2. Stage models

Some commentators (Oriet et al.; Proctor & Vu; San-
ders) were skeptical about whether we did full justice to
stage models of information processing and suggested that
our discussion may have over-emphasized differences and
under-emphasized commonalities between the stage ap-
proach and TEC. Interestingly, one of the major problems
associated with stage accounts shows up in these commen-
taries themselves. According to both Donders’ (1862) clas-
sical paper and Sternberg’s (1969) foundation of the influ-
ential additive-factors logic (AFL), the term “stages” refers
to cognitive processes. Thus, if two experimental factors
produce a statistical interaction, one would be led to believe
that they affect and, hence, are associated with, the same
process. Logically speaking, identifying processes – the task
AFL was developed for and, as Sanders points out, was
very successful in – has no implications with respect to the
attributes and the location of the codes these processes op-
erate on. Assume, for instance, that additive-factors exper-
iments would have revealed an interaction between factors
presumably having to do with stimulus selection and factors
presumably having to do with response selection. Given
these findings, AFL would suggest that we think of stimu-
lus and response selection being carried out by the same
process, so that, if this process were capacity-limited, one
may expect the concurrent selection of stimuli and re-
sponses to be difficult. So far so good. But would that have
any implication as to what the selected codes look like and
whether stimuli and responses are coded separately? Surely
not, as the same process may work on codes anywhere in
the system under analysis. And, indeed, it would be unfair
to expect an approach developed to identify processes to
deliver information about the architecture and functional
location of the codes these processes operate on.

Among other things, it was the silence of stage approaches
with respect to the latter that motivated us to develop TEC.
For instance, we find it disappointing that about 70 years of
research on the Psychological Refractory Period only allows
us to confirm the assumption about some kind of bottleneck
associated with the response-selection or “decision” stage
that has existed since the very first studies onward (for an
overview, see Pashler 1994) – without knowing how this
stage really works and in which way it creates the bottle-
neck. True, localizing effects somewhere in the processing
stream (or, better: stream of processes) provides an impor-
tant starting point for analysis, but we are afraid that the ac-
tual analyses typically stopped right after the localizing was
done. For these reasons, we are surprised to learn that
TEC, with its emphasis on the architecture of, and interac-
tions between codes, is not considered that different from
existing stage models. However, close reading reveals that
the assumed commonality results from a misinterpretation
of AFL and the stage concept. For instance, Sanders writes
that “the response selection stage has always been consid-
ered as a typical perceptual-motor interaction site,” or, “ac-
cording to stage theory ‘late perceptual and early response
products’ typically reside in the response selection stage.”
It is obvious that in these sentences the term “stage” refers
to functional locations or subsystems and, hence, used in a
manner that is not covered by, and not consistent with AFL.
Indeed, Sanders himself later admits that “stage theory has
usually not had much to say about the contents and struc-
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tures involved in stages.” Oriet et al. also speak of percep-
tion and action as “systems” and thereby seem to refer to
the location of codes rather than to the sequence of pro-
cesses. We doubt that this is consistent with what the “clas-
sical model” they defend aims at.

We found ourselves similarly confused by Proctor &
Vu’s view that TEC focuses “on that portion of information
processing typically attributed to a central processing stage
called response selection, response determination, re-
sponse choice, or stimulus-response translation.” For one
thing, we were unable to find a single stage model where
perceptual identification and action planning are handled
by the same stage, whereas we had no problem in finding
popular models that attribute these two processes to sepa-
rate stages (for a selection, see Kornblum et al. 1990; Pash-
ler 1994; Posner 1978; Proctor et al. 1990; Sanders 1983;
Stoffels et al. 1989; Van Selst & Jolicoeur 1997; Welford
1952). Indeed, stage models would run into a lot of trouble
if they really unified perceptual and action-planning stages,
because this would predict all sorts of interactions between
manipulations of “perceptual” and “action-related” factors
that one does not (and presumably will not) find empiri-
cally; and in the absence of which the cited stage models are
in fact founded! These kinds of problems do not arise from
assuming common coding of perception and action plans, –
which speaks for Sanders’ suggestion to view stage theory
and TEC as in some sense complementary.

R3.3. Ecological approaches

The major goals of ecological approaches to human per-
ception and action are to identify and characterize envi-
ronmental (e.g., optical) variables that support behavior,
and to describe the control laws or strategies employed to
link variables and movements in an efficient, presumably
task-dependent way. These goals stand in obvious contrast
to those of modern cognitive psychology, which aims at un-
derstanding the relationship between cognitive processes
and behavior. Both logically and empirically, there is of
course some overlap between these approaches but it is
true that ecological approaches emphasize the What, cog-
nitive approaches the How, of information usage. We see
no reason why either interest should not be scientifically le-
gitimate and, in fact, see them as complementary in several
ways. Yet, discussions between proponents of the two ap-
proaches are often dominated by the overarching idea that
one approach must be more “correct” than the other (e.g.,
Meijer & Roth 1988; Weimer & Palermo 1974; 1982; Whit-
ing 1984). The ecologically inspired commentaries on our
target paper follow this tradition.

Galantucci et al. base their critical remarks on the ob-
servation that “in the tasks that support TEC, experi-
menters devise stimuli that can be described by sets of ar-
bitrarily chosen, arbitrarily combined features (e.g., a letter
is red or green; a rectangle is on the right or left side of a
computer screen),” and they feel that “these sets are not up
to the task of constituting percepts or action plans in na-
ture.” It appears that the validity of this description de-
pends on how one conceives of “nature.” TEC aims at ac-
counting for how people master their daily life in and
outside psychological labs in a world full of arbitrary com-
binations between features and between parameters of ac-
tions (see sect. R2.4). One may call this world “unnatural,”
and the perception-action codings it requires “unreal,” but

that does not save one from explaining how people can do
rather well in perceiving and intentionally acting in it. In
contrast to ecological models, TEC seems to be reasonably
well prepared for such explaining. The remaining argu-
ments of Galantucci et al. do not seem to contradict TEC:
We neither assume that “percepts are . . .  necessarily lin-
ear combinations of . . .  features” (see sect. R2.4), nor find
it unreasonable to assume that perception is in some sense
“grounded” in action – an old idea explicitly endorsed in
Hommel (1997; 1998a).

Kim & Effken criticize us for having “adopted the stim-
ulus-response connection as . . .  model for the perceiving-
acting relation.” If this were so, we would understand why
Kim & Effken point out that “this model is fatally flawed”
because “rarely is action interpretable as responses elicited
by stimuli or in the presence of stimuli” and “neither is the
perceiving-acting relation interpretable as a unidirectional
effect of one upon the other.” However, given that we took
pains to reveal the implausibility of models based on stim-
ulus-response connections (see sects. 2.1.1, 2.1.4, and
2.2.3.1 of our target article) and strongly argue against an
uni-directional effect of stimuli on responses (a feature of
TEC emphasized by Proctor & Vu), we find it very diffi-
cult to see where Kim & Effken are aiming at. Another is-
sue they raise refers to the specification of future events.
They feel that we “resort to cognitive representations of a
common event code” because of our “incomplete under-
standing of ecological information.” They then go on to
point out that environmental information, such as time-to-
contact (parameter tau), can specify the future state of af-
fairs regarding both perception and action planning, so that
resort to cognitive representations can be avoided. On the
one hand, we agree with Kim & Effken that some aspects
of sensorimotor coupling (the lower branch in Fig. 1) are
likely to be controlled by the kind of information they have
in mind. On the other hand, we have argued in section R2.2
that this kind of environmental control covers only a small
part of what action control requires. Accordingly, as long as
ecological approaches are unable to specify exactly how
perceptual information, together with further disclosing
“goals and effectivities,” bring about actions such as prepar-
ing a cup of coffee, we find it not unreasonable to resort to
such “mysterious or arcane explanatory devices” as codes in
a human brain.

Richardson & Michaels have a somewhat more liberal
attitude towards representations but they do not want them
to be “mental” – a term that we did not find useful and,
therefore, did not use. Instead, they ask for more consider-
ation of the “specificational sense” of information and the
codes it gives rise to, a theme also picked up by Shaw &
Wagman. We agree with the general, in our view very
healthy, ecological strategy of not complicating matters: if
information is out there why not use it? But again, many as-
pects of our daily actions (even in long-jumping) cannot be
specified by environmental information because this infor-
mation is simply not “out there” (see sects. R2.2, R2.4). In
contrast to ecological studies and models we do want to ad-
dress the control of these aspects as well, which in the ter-
minology of ecological psychology does require resort to
“indicational information” as defined by Kelso and Kay
(1987). Whether this makes TEC “void of explanatory
power” should, in our view, be judged with respect to the
empirical findings it correctly predicts, not by its fit with the
aesthetical norms cultivated by a particular approach.
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In contrast to the skeptical attitude one gathers from the
ecologically motivated commentaries on TEC, we actually
see no unsolvable problems in aligning our approach with
recent developments in ecological theorizing. For instance,
Warren (1998) suggests distinguishing between model-
based and information-based control of action. The former
is guided by representations that are informed by envi-
ronmental states of affairs and frequently updated (i.e., by
“event models” as defined by Stränger & Hommel 1996),
but they can be used off-line to plan actions in the absence
of suitable external information. The latter, in contrast, rep-
resents the type of on-line sensorimotor coupling that
ecological accounts commonly focus on. Obviously, this dis-
tinction closely resembles Milner and Goodale’s (1995) dis-
tinction of a perceptual and an action stream, and our own
distinction between perception and action planning on the
one hand, and sensorimotor processing on the other. Thus,
we would think that sensorimotor processing streams can
indeed be coupled to particular environmental variables (if
present and sufficiently informative) by means of particu-
lar control laws or strategies (Fajen 2001); yet, it is the per-
ception-action system addressed by TEC that is responsi-
ble, among other things, for selecting and implementing
the most goal-satisfying strategy along the lines described
elsewhere (Elsner & Hommel 2001; Hommel 1997; 1998a).

R3.4. Milner & Goodale’s two-visual-pathways model

Pisella et al. and Westwood & Goodale felt uneasy about
our treatment, or the lack of it, of Milner and Goodale’s
(1995) distinction of a ventral processing stream underlying
conscious visual perception and a dorsal stream driving “the
transformation of visual information into spatially cali-
brated motor outputs.” On the one hand, it is difficult to
provide a fair comparison of a general framework for per-
ception and action planning such as TEC, and an approach
dealing with only one sensory modality and a very limited
set of motor responses, such as manual pointing, aspects of
grasping, and orienting one’s hand. Obviously, the aims of
the two approaches are different and so are both their level
of specificity and the type of phenomena they refer to. Ac-
cordingly, TEC will be of little help in explaining many re-
sults that support Milner and Goodale’s two-stream model,
and the two-stream model will often face insurmountable
problems if it comes to phenomena that we brought for-
ward to support TEC. On the other hand, however, there
are several aspects of Milner and Goodale’s (1995) ap-
proach that, in our view, fit rather nicely with the picture
drawn by TEC. According to their model, the dorsal path-
way is strictly on-line and, hence, provides motor systems
with up-to-date details about the environmental circum-
stances and the movement-related characteristics of goal-
relevant objects. Such a pathway seems a perfect comple-
ment to what we think are the main attributes of perception
and action planning: its (potential) off-line character, selec-
tivity, and dependency on knowledge.

Accordingly, we tend to think of Milner and Goodale’s
dorsal stream as the sensorimotor pathway sketched in Fig-
ure 1. In contrast, the ventral stream of their model seems
to share several attributes with the perception-action sys-
tem TEC proposes. It is assumed to work off-line, to medi-
ate associate learning and make use of its results, and to
make sure that the animal’s behavior meets emotional
needs and social requirements. These features would make

the ventral stream a perfect candidate for mediating per-
ception and action planning along the lines of TEC. The
major difference between our conception and that of Mil-
ner and Goodale (1995) and Westwood & Goodale lies in
the question of what should be called “action planning” and
“action control” – apart from the, in our view, secondary
question: which neural structures are associated with con-
scious experience. Indeed, we doubt that it is appropriate
to equate the “transformation of visual information into
spatially calibrated motor outputs” with either term, a view
that Pisella et al. seem to share. Somewhere in the system
it needs to be determined what is transformed into what,
when it is transformed, and to what end the transformations
are carried out, all processes of action planning proper. If
we understand Milner and Goodale (1995, especially
p. 202) correctly, they would not suspect these decisions to
be made within the ventral stream. This brings them to the
unfortunate situation of having to admit that the real plan-
ning of an action – the processes that precede and control
the planned sensorimotor transformations – actually take
place outside the stream they devote to action but within a
stream they devote to perception, a position Westwood &
Goodale seem to endorse.

Things get even more problematic if we think of delayed
actions, or actions in the absence of visual information. In
such cases, Milner and Goodale (1995, p. 171) claim, a
“stored percept of the object” from the ventral stream is
used to feed the dorsal pathway, which allows for less, but
often sufficiently precise performance. Although this is a
reasonable assumption to make, in our view it further un-
dermines the seemingly clear-cut distinction between a
perceptual and an action pathway. A more transparent con-
ceptualization that keeps many of the virtues of Milner and
Goodale’s approach seems to us the distinction between an
on-line sensorimotor-transformation channel on the one
hand and an off-line perception-action channel on the other,
as proposed by Pisella et al. and TEC.

R4. Concluding remarks

Thinking over our reply, we find ourselves in a somewhat
ambiguous situation. At one level, we have defended the
virtue of vagueness, but at the same time, at another level,
we have offered a number of clarifications and specifica-
tions of what TEC is meant to be. This may be confusing at
first glance, but actually we see no contradiction at all.

By emphasizing the importance of global, underspecified
principles, we do not mean to say that the goal of science is
underspecification – the less specified the better. In fact,
we believe that science needs both weakly specified global
principles and well-specified local theories in accordance
with these principles. As regards global principles, we have
two closing comments to offer (which, we believe, are of
deep wisdom and thus cannot be contested . . . ): First,
everything is a matter of degree. In order to fulfill their
heuristic functions, global frameworks need to be under-
specified to an appropriate degree. To be sure, being some-
what vague can be productive, but being too vague will cer-
tainly be detrimental. Second, everything is a matter of
time. A global framework like TEC is not made for eternity.
It is tailored to speak to the present state-of-the-art in the
field, and we believe that it can play an important heuristic
role for a while. When this while is over, TEC is bound to
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die and fall into oblivion. However, we are confident that
by then promising theoretical and experimental offspring
will be emerging from it.

NOTE
1. We acknowledge the precedence of both Freud’s Instincts

and Their Vicissitudes (1915) and Neisser’s Stimulus Information
and Its Vicissitudes (a term Neisser borrowed from Freud for his
monograph “Cognitive psychology,” 1967).
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