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Abstract Perceptual processes play a central role in the
planning and control of human voluntary action. In-
deed, planning an action is a sensorimotor process
operating on sensorimotor units, a process that is based
on anticipations of perceptual action effects. I discuss
how the underlying sensorimotor units emerge, and how
they can be employed to tailor action plans to the goals
at hand. I also discuss how even a single action can
induce sensorimotor binding, how intentionally imple-
mented short-term associations between stimuli and re-
sponses become autonomous, how feature overlap
between stimulus events and actions makes them com-
patible, and why action plans are necessarily incomplete.

Keywords Action effects Æ Action goals Æ Event files Æ
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Introduction

A look into a cognitive psychology textbook of your
choice would provide a picture of perception and action
as two different entities, perception being the faculty that
subserves the registration and identification of the cog-
nitive system’s input, and action being responsible for
producing an appropriate output. Many things are as-
sumed to happen in between, such as matching the input
against one’s expectations, retrieving some input-related
memories, and making a choice between different re-
sponse alternatives, so that the chapters on perception
and action are commonly separated by hundreds of
pages. And indeed, this seems to be a reasonable
reflection of the role perception and action play in the

still popular stage models of human information pro-
cessing, which describe the chain of operations the given
stimulus undergoes when running through that system.
The aim of the present article is to emphasize this point
and examine why such a sequential stage view may not
always be the most appropriate one when it comes to the
relation between perception and action and, in particu-
lar, the role perceptual processes play in the planning
and control of voluntary, goal-directed action. I shall
discuss several ways in which perception contributes to
action control, and will briefly sketch the state of the art
of the research on this particular topic. Rather than
providing a full-fledged review of the literature, I shall
restrict myself to pointing out the main principles
underlying the diverse types of interactions between
perception and action, and illustrate them only by se-
lected empirical findings. However, references to
broader treatments of the discussed topics will be pro-
vided wherever appropriate.

Action goals and consequences

To introduce one of the major problems in action con-
trol and motivation, and to prepare the ground for his
favorite ideomotor solution to this problem, James
(1890, p. 524) used an example from personal experi-
ence:

‘‘We know what it is to get out of bed on a freezing
morning in a room without a fire... probably most per-
sons have lain on certain mornings for an hour at a time
unable to brace themselves to the resolve... Now how do
we ever get up under such circumstances? If I may
generalize from my own experience, we more often than
not get up without any struggle or decision at all. We
suddenly find we have got up. A fortunate lapse of
consciousness occurs... the idea flashes across us, ‘Hollo!
I must lie here no longer’—an idea which at that lucky
instant awakens no contradictory or paralyzing sugges-
tions, and consequently produces immediately its
appropriate motor effects’’.
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At first sight, this seems to be an example where a
goal-directed, voluntary action is carried out without
any obvious contribution from sensory information.
Indeed, there does not seem to be any external stimulus
that eventually moved the agent out of bed. Hence, if
there was a triggering stimulus involved, it must have
been generated internally. According to James, the ac-
tion was triggered by what he calls the ‘‘representation
of the movement’’, that is, by thinking of the movement
underlying the action in the absence of other, move-
ment-inconsistent thoughts. However, thinking of a
movement necessarily involves sensory representations,
as all that we can think of for a movement is how it feels
or looks or sounds to perform it. In other words, our
only conscious access to the movements of our own
body is mediated by our senses—we know our actions
from self-perception.

This line of reasoning has led to what has come to be
known as ideomotor theory. Whereas early ideomotor
theorists have focused on the issue of how consciousness
can acquire and exert control over the human body (for
overviews, see Prinz 1987; Stock and Stock 2004),
modern approaches are more interested in the functional
and brain mechanisms underlying ideomotor control in
general (Greenwald 1970; Hommel et al. 2001a; Jackson
and Decety 2004; Prinz 1990; Rizzolatti et al. 2001), and
the cognitive and cortical representation of action in
particular (Elsner and Hommel 2001; Elsner et al. 2002;
Hommel 1997). If it is true that the cognitive access to
action control is mediated by perception (i.e., by making
use of codes that represent past perceptions and antici-
pations built thereupon), we need to assume that the
codes and processes that are responsible for setting up
and executing a particular action are linked to codes that
represent the perceptual aspects of this action.

However, action codes are not unitary structures, as
the primate brain represents actions in a distributed
fashion. For instance, distinct cell assemblies in different
brain areas code the direction (Georgopoulos 1990),
force (Kalaska and Hyde 1985), and distance (Riehle
and Requin 1989) of an arm movement, and the coding
of each of these parameters gives rise to distinct elec-
trophysiological brain patterns (e.g., Bonnet and
MacKay 1989; Kutas and Donchin 1980; Vidal et al.
1991). Accordingly, an action plan must be understood
as an assembly of codes that specify the different fea-
tures the planned action is supposed to have. From an
ideomotor perspective, this implies that a code specify-
ing the particular movement parameter is associated
with, and accessed and retrieved via codes derived from
the perception of the specific movement characteristic
this movement parameter is responsible for. For
instance, the parameter that specifies the forward
direction of a movement must be associated with a code
mediating the perception of a forward movement, and
the same applies to any other movement parameter. In
other words, the structures that mediate voluntary
control over the features of our action are sensorimotor
units or mini assemblies—units or assemblies with a

function in both perception and action planning
(Hommel 1997; Hommel et al. 2001a).

Figure 1 provides an example for how these consid-
erations apply to a simple binary-choice reaction-time
task. Assume you are presented with red and green
stimuli, and are to carry out a speeded response with
your left versus right index finger, respectively. Mini-
mally, a given movement has thus three features: it is
carried out with a particular hand, with a particular
finger, and it is carried out fast. Accordingly, the plan to
carry out a left response would comprise the three codes
<left>, <index>, and <fast>, which are integrated
into a temporary assembly, indicated in the figure by the
shaded area. Likewise, the plan to carry out the right
response would comprise of the codes <right>, <in-
dex>, and <fast> (assembly not indicated in the fig-
ure). Note that in this particular example, two codes are
shared by the two assemblies (a situation that is known
to create some degree of coding conflict: Stoet and
Hommel 1999), so that only location codes discriminate
between the two responses. If we assume a capacity
limitation with respect to the number of assemblies that
can be active at the same kind, activating one assembly
must inhibit any other, as indicated by the inhibitory
relation between <left> and <right> in the figure1.
To implement the relevant stimulus-response mappings,
each of the two location codes is associated with the
corresponding color code via a short-term link, so that a
stimulus that activates one of the color codes would
automatically prime one of the responses.

Fig. 1 Basic structure of the cognitive codes underlying a binary-
choice reaction-time task requiring a speeded response with the left
index finger to red stimuli and a speeded response with the right
index finger to green stimuli. The left response is represented by a
binding of the relevant codes <left>, <index (finger)>, and
<fast> (see shaded area), triggered by activation of the code
<red>. Note that the response-discriminating codes <left> and
<right> inhibit each other

1James (1890) extended this limited-capacity logic to explain how
activated action plans (i.e., the actions one ‘‘thinks of’’) can be held
in check: thinking of an action may indeed prime corresponding
motor structures to a degree that triggers its execution unless one
manages to think of another action that is incompatible with it.
However, there is a theoretical alternative to this inhibitory control
strategy: the execution of an action may not only require a worked-
out plan to be carried out but also a go signal to eventually trigger
the execution (Bullock and Grossberg 1988). Indeed, evidence from
dual-task studies suggests that planning and executing an action are
dissociable processes (De Jong 1993; Ivry et al. 1998; Logan and
Burkell 1986).
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Before getting to the consequences of bringing an
external stimulus into play, let us first consider for a
moment the action plan as such. As pointed out, it is
an assembly of codes that by themselves are sensori-
motor structures, so that they have a dual potentiality
by representing a sensory event (the experience of
something fast, performed by the left or right index
finger) and by controlling the production of the cor-
responding sensory event (i.e., the action). This dual
potentiality renders action planning an anticipatory
process, a process that necessarily takes into account
the perceptual qualities of the to-be-produced action
effects. And indeed, it is these sorts of action effects
that actions are aimed at: you want to produce
something fast by using the left index finger because
this communicates to the experimenter that you have
seen the red stimulus.

Early ideomotor approaches have been either
restricted themselves, or were interpreted as being
restricted, to what one may call proximal effects of
actions. If we take the left-finger movement, proximal
effects would comprise the kinesthetic experience of
moving the finger and the tactile experience of touching
the end position but not, say, the perception of a light
that is switched on by a finger movement or of a feed-
back message on a screen. And yet, James (1890) already
pointed out that there is no reason to exclude such
remote or distal effects from ideomotor logic. This
becomes particularly obvious if we consider the acqui-
sition of ideomotor links. In order to generate an ideo-
motor database, we need a learning mechanism with two
characteristics.

First, the mechanism must be able to integrate the
motor codes that are or just were actively involved in
producing a particular action with the perceptual events
that follow. At least two learning principles must
underlie this integration: contiguity and contingency
(Elsner and Hommel 2004). Temporal contiguity is
important because the integration mechanism cannot
know in advance what might count as a plausible action
effect. Thus, it must use a particular temporal integra-
tion window and accept for integration any event that
follows the action within a particular interval. Obvi-
ously, such a mechanism would favor proximal effects,
as these commonly occur immediately, but it would have
no means to exclude more distal effects—if they only
occur in time. Contingency is important to exclude
spurious events that may incidentally fall into the inte-
gration interval. That is, with increasing experience, only
those events should remain integrated with an action
that are actually produced by (i.e., are contingent on) it.

A second characteristic that the learning mechanism
must comprise is that it needs to create bidirectional
associations. This directly follows from the fact that
using an association between an action and its effects
necessarily reverses the order of events experienced when
learning the association. That is, whereas we learned
that moving the left index finger is followed by the
experience of something we feel ‘‘in’’ (or attribute to)

our left index finger—which implies a motor-sensory
sequence—we later make use of the association that
emerged by activating the sensory code (the ‘‘anticipa-
tion’’) to prime the motor code—a sensorimotor
sequence.

There is ample evidence that a learning mechanism
with exactly these two characteristics does indeed exist.
One way to demonstrate this is to present people with
novel, distal events that are contingent on their actions.
If this would lead to the creation of bidirectional asso-
ciations between the motor codes of the action and the
sensory codes of the new events (mMs), stimuli that are
similar to, or identical to these new events should
become effective primes of the corresponding action
(s fi m). Consistent with this prediction, high and low
tones that were previously produced by pressing left and
right keys, respectively, were found to turn into primes
of the response they had previously followed (Hommel
1996). Likewise, facing particular action-effect sequences
(m1 fi s1, m2 fi s2) facilitates the later acquisition of a
stimulus-response mapping that heeds the resulting
relations (s1 fi m1, s2 fi m2) rather than a mapping
that does not (s1 fi m2, s2 fi m1; Elsner and Hommel
2001). That is, stimuli that were experienced as action
effects acquire the potential to activate the action they
had previously followed. That they do so in a rather
automatic fashion is suggested by a recent PET study,
where the mere presentation of previously acquired,
auditory action effects was found to activate motor
structures (in the caudal supplementary motor area) in a
passive tone-monitoring task (Elsner et al. 2002). Ac-
tion-effect learning seems to be a rather general phe-
nomenon, as effective learning has been demonstrated
not only for auditory stimuli but also for visual location
(Hommel 1993), visual letters (Ziessler and Nattkemper
2002) and words (Hommel et al. 2003), or the affective
valence of visual (Caessens et al., submitted ) and elec-
trocutaneous (Beckers et al. 2002) feedback.

Learning studies of this sort demonstrate that both
proximal and distal action effects become integrated
with the responses they follow. However, more evidence
is needed to show that action effects really play a role in
action control. Evidence of this type is provided by
studies that demonstrate effects of the compatibility
between ‘‘natural’’ (or already acquired) action effects
and novel, experimentally induced effects of the same
action. For instance, subjects were shown to be faster if
the spatial relationship between a response (i.e., finger
and key location) and a novel, visual effect was com-
patible (i.e., the relative spatial locations of visual effect
and response matched) rather than incompatible (i.e.,
the relative spatial location of visual effect and response
did not match; Hommel 1993; Kunde 2001). As the
action effects did not function as primes here (i.e., all
effects always followed their responses), these findings
indicate that selecting an action must have involved the
anticipation of action effects (i.e., the activation of
action-effect codes) at some point in the process of
selecting a response.
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In summary, planning and carrying out a goal-di-
rected action are likely to involve sensory information
or, more precisely, anticipation of to-be-expected sen-
sory consequences of the planned action. Referring back
to William James and his problem of getting out of bed,
a successful solution was likely to involve the anticipa-
tion and comparison of the consequences of getting up
versus staying in bed the whole day; this does not nec-
essarily imply any conscious decision-making—any di-
rect or indirect activation of the codes of the relevant
action effects will do, just think of looking at a clock and
the forthcoming associations (‘‘I will be too late, miss
the bus’’, etc.).

Event files

It is well known that repeatedly responding to a stimulus
creates an association between that stimulus and the
response. However, there is evidence that even the per-
formance of a single action can leave behind a memory
trace connecting the codes of that action with codes of
the perceptual context in which it was carried out
(Hommel 2004). To take our example from Fig. 1, per-
forming a single movement with the left index finger to a
red stimulus will create at least a weak binding between
the relevant codes <red> and <left> (see Fig. 2).
Before considering why this might be the case, let us first
look at the evidence suggesting that binding does take
place.

Consider a sequence of two stimulus-response epi-
sodes, a previously cued and prepared manual (left-
right) response R1 to the mere onset of a visual stimulus
S1, followed by another manual (left-right) response R2
to the shape, say, of another visual stimulus S2. Given
that R1 does not depend on the shape of S1, such a
design can be used to independently vary the match
between the shapes of S1 and S2, and the match between
the two responses R1 and R2. As one would expect,
repeating both the stimulus and the response yields a
very good performance (Hommel 1998a). Surprisingly,
however, the no-match condition (i.e., both stimulus and
response change) produces a performance that is just as
good, whereas reaction time is slowed and errors are
more frequent in the two partial-match conditions, that
is, if the stimulus repeats while the response does not, or
vice versa. Hence, encountering exactly the same stim-
ulus-response situation once more is much less beneficial
than facing a partial one, but incomplete replication is
detrimental. This is not an isolated finding but the
negative impact of partial stimulus-response repetitions
has been observed in numerous studies using various
tasks (for overviews, see Hommel 2004; Hommel and
Colzato 2004).

Observations of this sort suggest that the mere co-
occurrence of a stimulus and a response is sufficient to
create a binding of the codes of at least the relevant
stimulus and response features—an event file (Hommel
1998a). Once bound, encountering one of the features

another time will reactivate its code, which again spreads
activation to its previous partners, that is, to the codes it
is still bound with. This does not seem to matter much in
case of complete match, and no code is reactivated with
a complete mismatch anyway. In case of a partial match,
however, the code(s) of the repeated feature(s) will prime
the code(s) of the non-repeated feature(s) as well, which
is likely to create code confusion, thereby hampering
stimulus identification and/or response selection (Hom-
mel 2004; see Fig. 2).

Recent findings suggest that what can be bound is not
restricted to stimuli and responses but can involve whole

Fig. 2 Explanation of partial overlap costs: the example shows the
impact of the accidental binding of a shape stimulus feature (circle
or square) and a left or right index-finger response (upper three
panels, S1–R1) on the subsequent performance of a speeded left
index-finger response to a circle (bottom panel, S2–R2). Pairing the
shape and the response will lead to a binding between the shape
feature and at least the relevant response feature, that is, between
<circle> and <left>, <square> and <right>, and <circle>
and <right> in the three examples. It is obvious that the third
possibility, the partial match condition, will induce a time-costly
response conflict: reviewing the circle and activating the
corresponding feature code will spread activation to the other
member of the binding, in this case, the incorrect and conflicting
right response
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task sets. Waszak et al. 2003) had subjects switch from
naming the word component of word-picture com-
pounds to naming the picture component, and vice
versa. Not surprisingly, switching the task incurred a
cost in terms of reaction time and error rates, as found
by many other studies (for an overview, see Monsell
2003). Importantly, however, switching to a task was
much more costly if the current stimulus had already
been encountered under the other, competing task. That
is, the stimulus must have become associated with the
previous task, so that seeing the stimulus again tended to
reactivate the corresponding task. These kinds of effects
can be obtained after a single pairing of a stimulus and a
task, and more than 100 trials after the pairing took
place.

There are several possible reasons why such effects
may occur. One is that we may be tapping into episodic
memory, which may automatically record any possible
stimulus and response feature present in a given situa-
tion (cf. Logan 1988). And, indeed, event files can cer-
tainly be considered as episodic memory structures that
represent contextualized events. However, there may be
another, related but more functionally motivated rea-
son. Given the distributed representation of perceived
events and action plans, the human brain constantly
faces the problem of defining which belongs to which,
including the features of stimuli and responses belonging
to the same episode. Integrating all this information into
a coherent structure may be an important means to
clarify the relevant relations, which among other things
is a necessary precondition for creating the most
appropriate associations in learning. In other words,
integrating features into event files may subserve the
creation of cortical processing units, which then provide
the raw material for episodic memory.

In any case, the automatic generation of event files
contextualizes actions and provides them with stimulus-,
context-, and task-specific retrieval cues. These cues al-
low accessing and activating an action in a bottom-up
(i.e., stimulus-driven) or top-down (i.e., goal-driven)
fashion.

Short-term associations

When we instruct someone else to carry out a particular
stimulus-related action, he or she is commonly able to
follow this instruction right away (provided that it al-
ready belonged to his or her repertoire), that is, to per-
form the action without much practice or the necessity
to repeat the instruction over and over again. This im-
plies that people are able to translate instructions into
short-term associations between the stimulus or stimuli
and the responses they require, and to maintain these
associations until the task is completed. Recent models
of executive control assume that whole task-specific sets
of stimulus-response associations can be implemented to
configure the cognitive system in a task-specific fashion
(e.g., Cohen et al. 1990; Gilbert and Shallice 2002;

Logan and Gordon 2001). In fact, these associative sets
are commonly taken to represent the intentions of the
acting person or what earlier accounts called the ‘‘will’’
(Ach 1910; James 1890). However, short-term associa-
tions have a number of characteristics that do not seem
to fit into this picture.

First, they seem to function in an operating mode
that Bargh (1989) has coined ‘‘conditional automatic-
ity’’. That is, even though the implementation of short-
term stimulus-response associations is commonly
intentionally driven, they operate in an automatic
fashion. A frequently used example is the flanker-
compatibility effect first reported by Eriksen and Eriksen
(1974). If subjects are to respond to a visual target, they
are often unable to ignore close-by distractors. For in-
stance, if a discriminative response is required for a
central target letter flanked by distractor letters, per-
formance is better if target and distractors are associated
with the same response than with different responses.
This implies that distractors have access to stimulus-re-
sponse rules and are automatically translated into the
response they are associated with.

One may attribute this observation to a mere failure
of spatial attention, but there are more demonstrations
of the automatic use of intentionally created associa-
tions. When people switch between tasks that are defined
by partially different stimulus-response mappings, their
performance is often impaired with stimuli that require
different responses in the two tasks. For instance, if one
task requires a left and right key press to odd versus even
digits, respectively, and the other task a left and right
key press to digits lower versus higher than five, per-
formance would be worse on a seven than on a one
(Sudevan and Taylor 1987). This implies that each
stimulus has access to, and is automatically processed by
short-term associations related to both the currently
relevant and the currently irrelevant task. The same
conclusion is suggested by task-mixing effects on the
Simon effect. The Simon effect is observed when people
perform spatial responses to a nonspatial feature of a
spatially varying stimulus. If, for instance, a left-hand
response is signaled by a green and a right-hand
response by a red stimulus, the left-hand response will be
faster if the green stimulus appears on the left side,
whereas the right-hand response will be faster if the red
stimulus appears on the right side (Craft and Simon
1970; Simon and Rudell 1967). In other words, the
spatial compatibility between stimulus and response
facilitates performance even if the stimulus location is
entirely irrelevant to the task—an issue to which I will
return later on. Interestingly, the size of this effect is
strongly affected by mixing the Simon task with a task
that renders the stimulus location relevant (Proctor and
Vu 2002; Proctor et al. 2003). In particular, if in this
other task people respond in a spatially compatible
fashion (left responses to left, and right responses to
right stimuli), the Simon effect is enhanced, and it is
reduced if the other task requires people to respond in a
spatially incompatible fashion (left responses to right,
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and right responses to left stimuli). This suggests that
people are unable to fully separate the different sets of
short-term stimulus-response associations needed to
perform the two tasks.

Another example is provided by the so-called back-
ward compatibility effect in dual tasks. This effect can be
observed if people respond to two different features of a
stimulus or stimulus display (S1 and S2) by performing
two different actions (R1 and R2). Such conditions are
known to produce a delay in the second response, a
finding that has been attributed to a processing bottle-
neck related to response selection (Pashler 1994; Wel-
ford 1952). Interestingly, however, the first action is
affected by its compatibility with the second action
(Hommel 1998b; Logan and Schulkind 2000), which
suggests that the translation of S2 into R2 takes place
parallel to S1–R1 translation. That is, if there is a pro-
cessing bottleneck in dual task performance, it does not
prevent a multiple stimulus-response translation.

A second not so ‘‘intentional’’ characteristic of short-
term associations is that they are sticky, that is, they can
last longer than they are useful. For instance, backward
compatibility effects can be obtained even for responses
that are no longer required. Hommel and Eglau (2002)
had people perform a manual and a vocal response to
the color and shape of a stimulus, respectively. A
backward compatibility effect was obtained, that is, the
manual response to the color was sped up if the vocal
response was compatible with the current color re-
sponded to (e.g., the manual key response to a green
color was faster if the vocal response was ‘‘green’’).
Then, after a little practice, subjects no longer needed to
carry out the vocal response and, yet, the manual re-
sponse was still faster if it was compatible with the vocal
response that was previously mapped onto the current
stimulus (e.g., the manual key response to a green color
was faster if the no longer necessary vocal response was
‘‘green’’). Apparently, then, stimuli were still translated
into their vocal responses, suggesting that the underlying
stimulus-response associations were still active. Similar
transfer effects have been observed from tasks in which
the spatial relation between stimuli and responses was
relevant (i.e., spatially compatible or incompatible) on
subsequent tasks in which these relations were not
relevant (i.e., Simon tasks). Comparable to the mixing
effects mentioned, performing a task with a spatially
compatible or incompatible stimulus-response mapping
enhances and reduces the size of the Simon effect in a
task carried out later on (Proctor and Lu 1999; Taglia-
bue et al. 2000); under some conditions, these aftereffects
survived no less than 7 days (Tagliabue et al. 2000; Vu
et al. 2003).

To summarize, once one or more sets of short-term
stimulus-response associations are (intentionally)
implemented, they, to some degree, live a life of their
own and translate any available input into the associated
response. Even if they are no longer needed, they at least
under some conditions keep translating input into out-
put. Hence, even though the creation of associations is

contingent on the action goal, they operate automati-
cally—a kind of prepared reflex (Hommel 2000).

Long-term associations

It is almost trivial to say that experience shapes our
behavior. Obviously, almost all sensorimotor skills
require considerable amounts of practice to bring them
to and keep them at a certain level, which demonstrates
the importance of stable, well-maintained synergies
between perception and action systems. The impact of
long-term associations on behavior is also visible in the
difficulty of getting rid of unwanted or inappropriate
stimulus-driven behavioral routines; just think of
context-induced drug abuse, addiction, and criminal
behavior. However, there are more subtle, less obvious
ways in which long-term associations between stimuli
and responses or, more precisely, between stimulus
codes and response codes shape human action, and it is
some of these ways that I would like to consider briefly.

As pointed out above, establishing particular, task-
related short-term associations is something that one
may call a ‘‘controlled’’ process (e.g., Monsell 2003), but
once they are established, such associations can show a
rather autonomous behavior. That is, it does not seem to
be easy and not always possible to stop them from
associating stimuli and responses in a way that directly
impacts response selection. Even though they are far
from determining which selection is eventually made
(suggesting that at least their behavioral effects can be
controlled to some degree), they do induce particular
response tendencies that support or interfere with the
actually intended response. The least we can say is that
short-term associations are sticky, in the sense that they
live longer than needed. But seeing them survive much
longer, such as 7 days, in the studies of Tagliabue et al.
(2000) and Vu et al. (2003), raises the question of whe-
ther there is any functional difference between short-
term and long-term associations. Indeed, approaches
like the instance theory of Logan (1988) claim that even
a single stimulus-response episode is stored and main-
tained for an unlimited amount of time. If so, per-
forming a single response to a particular stimulus may
be sufficient to increase the tendency to carry out that
response to that stimulus again in the however far
future. That this is indeed a possibility is suggested by
Waszak et al.’s (2003) observation that a single presen-
tation of a stimulus under a competing task is sufficient
to make switching to another task more difficult, even if
that presentation occurred more than 100 trials earlier.
There is still a leap between the about 20 min that this
implies and the 7 days observed by Tagliabue et al.
(2000) and Vu et al. (2003), but it is remarkable to see
such a strong and stable impact of one-trial learning.
Observations of this type challenge the traditional dis-
tinction between short-term and long-term learning, and
they raise the question of how long-lasting the conse-
quences of a single behavioral act can be.
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Feature overlap

If perception and action would really be as separated as
the linear structure of standard information-processing
models seems to make us believe, stimulus characteris-
tics should not interact with response characteristics,
and vice versa. And yet, there are numerous observa-
tions that particular combinations of stimuli and
responses produce much better performances than
others, as if some stimuli had a sort of privileged access
to, and can be more easily translated into some
responses. Most of these observations have been made in
three research areas.

First, it has long been known from ergonomic studies
that combining stimuli and responses that are somehow
similar allows for a faster and more accurate perfor-
mance (Loveless 1962). For instance, pressing a left
versus right key in response to a stimulus presented to
the left versus right of a display yields a better perfor-
mance than responding to two different symbols pre-
sented at the center, or by mapping the left key onto the
right stimulus and the right key on the left stimulus.
Kornblum et al. (1990) have pointed out that two dif-
ferent types of privileged relationships or compatibility
between stimuli and responses can be distinguished. Set-
level compatibility refers to the similarity between the
whole stimulus set and the whole response set. For in-
stance, word stimuli and vocal responses or spatial
stimuli and location-defined responses are more set-level
compatible than color stimuli paired with word
responses or word stimuli combined with spatial
responses. Likewise, the combination of spatial words
and spatial responses can be considered more set-level
compatible than the combination of color words and
spatial responses. In contrast, item-level compatibility
refers to the way particular stimuli are mapped onto
particular responses. Obviously, item-level compatibility
presupposes at least some degree of set-level compati-
bility, as no combination of items of totally unrelated
sets can be considered more compatible or incompatible
than another. If sets are compatible, however, one can
distinguish compatible stimulus-response pairings (e.g.,
left response to a left stimulus or the word ‘‘left’’) and
incompatible stimulus-response pairings (e.g., left re-
sponse to a right stimulus or the word ‘‘right’’). A par-
ticularly interesting characteristic of (item-level)
stimulus-response compatibility is that it affects perfor-
mance even if the respective features are not relevant to
the task at hand. The Simon effect mentioned above is
one example, and the famous Stroop effect another
(Stroop 1935).

Stimulus-response compatibility effects suggest that
stimuli directly activate responses they share features
with (Kornblum et al. 1990; Prinz 1990). Indeed, by
using EEG and brain-imaging techniques, several stud-
ies could show that the processing of particular stimulus
features activates feature-overlap actions (e.g., Dasson-
ville et al. 2001; Eimer 1995; Liu et al. 2004; Watkins

et al. 2003). As Greenwald (1970) has argued, this
observation is expected from ideomotor theory,
according to which, responses are represented in terms
of the perceptual effects they are likely to produce (see
above). A left-hand key press, for instance, produces a
couple of perceptual effects and most of them are located
on the left side. Accordingly, this key press is likely to be
represented by the feature code <left>, among other
things. If so, coding the features of a left stimulus would
activate the same code that is associated with the left
response, which by means of spreading activation should
thus be primed. In other words, stimulus-response
compatibility would be due to the fact that the same
neural codes are used for coding the features that com-
patible pairings share.

If the ideomotor interpretation of stimulus-response
compatibility effects really holds, that is, if stimulus-re-
sponse compatibility would actually be an effect of the
relation between stimulus features and the features of
the perceptual consequences of the respective action, one
should be able to modify standard compatibility effects
by introducing novel action consequences and by pitting
them against more ‘‘natural’’ effects. To test that,
Hommel (1996, experiment 1) had subjects carry out a
nearly standard Simon task: they responded to the color
of a visual stimulus by pressing a left or right key. In
another block, they performed the same task but now
each key press triggered a brief tone on the opposite
side. The idea was that pairing each response with an
irrelevant, but hardly to be missed action effect on the
opposite side should make spatial action coding more
equivocal: both left- and right-hand actions had both
left- and right-side action effects so that they would be
partly compatible and partly incompatible with either
stimulus location (see Fig. 3). If so, one would expect the
Simon effect to be smaller in the incompatible-tone
condition, and this is exactly what was found.

Hommel (1993) went one step further in investigating
whether people can be made to selectively attend either
the more ‘‘natural’’ action effects or their experimentally
induced counterparts. He had subjects react to the pitch
of tones by pressing a left- or right-hand key. Pressing a
key flashed a light on the opposite side, hence, pressing
the left key flashed a right light, and vice versa. That is,
the action-effect mapping was spatially incompatible.
One group of subjects was instructed in terms of keys to
be pressed, that is, they were to ‘‘press the left-hand key’’
in response to a low tone and to ‘‘press the right-hand
key’’ in response to a high tone. As expected, these
subjects produced a Simon effect, hence, they responded
faster if the tone sounded on the same side as the key
they needed to press. Another group was instructed in
terms of light flashing, that is, they were to ‘‘flash the
right-hand light’’ in response to a low tone and to ‘‘flash
the left-hand light’’ in response to a high tone. As the
right-hand light was flashed by pressing the left-hand
key, and vice versa, the task this group carried out was
nominally identical. However, if people code their ac-
tions in terms of intended action effects, or goals, as the

9



ideomotor approach implies, subjects in this light-
instruction group would be expected to code their ac-
tions in terms of the light location (see Fig. 3). If so, the
Simon effect should reverse because now a stimulus on
the left side would correspond to the (left) goal of the
right-hand action and vice versa. Indeed, this is what the

findings show, suggesting that acquiring novel action
effects provides a viable alternative to cognitively code
one’s own actions. To summarize, if stimuli share
features with responses or, more precisely, with the
perceptual effects these responses produce, they are able
to prime these responses, which facilitates response
selection in conditions of stimulus-response compatibil-
ity but hampers response selection under incompatible
conditions.

Most research on stimulus-response compatibility has
focused on features that are defined physically (most
notably, location but also size, shape, and color on the
stimulus side) or semantically (e.g., the relationship be-
tween a red stimulus and the vocal response ‘‘red’’).
However, a second line of research suggests that com-
patibility may also be ‘‘pragmatically’’ defined. In a
number of studies, Schubotz and von Cramon (2001,
2002), Schubotz et al. (2000) had subjects monitor
streams of visual or auditory events for oddballs, that is,
for stimuli violating the otherwise systematic, repetitive
structure of the stream. Using fMRI, Schubotz and von
Cramon made the surprising observation that premotor
areas were heavily involved in this purely perceptual
task. Moreover, the areas which were involved depended
on the modality or feature dimension of the oddball: the
activation within the lateral premotor cortex was highest
in areas that are known to be involved in actions that
would profit most from information defined in that
modality or on that feature dimension. For instance,
attending to shape activated a frontoparietal prehension
network, attending to location-activated areas involved
in manual reaching, and attending to the time pattern
activated a network associated with tapping and uttering
speech. As the authors suggest, this points to an
important integrative role of the human premotor cortex
in the anticipation of perceptual events and the control
of actions related to these events. More concretely, it
may integrate actions and their expected consequences
into a kind of habitual pragmatic body map (cf. Schu-
botz and von Cramon 2003), which would directly em-
body the main principle of ideomotor theory: actions are
represented by codes of their effects. This pragmatic
perspective has the potential of adding an interesting
Gibsonian dimension to stimulus-response compatibility
approaches. Visual shape information and a manual
grasp are related in the sense that the former ‘‘affords’’
the latter by specifying the most relevant parameters
needed to carry it out (cf. Gibson 1979; Tucker and Ellis
1998).

A third line of research that is taken to suggest some
sort of privileged access of some stimuli to some
responses is connected with the term ‘‘mirror neurons’’.
When Di Pellegrino et al. (1992) measured single-cell
activity in the rostral part of the inferior premotor
cortex of a macaque monkey, they found that the same
cells were active while the monkey was performing
particular goal-directed actions himself and while he
watched an experimenter doing so. These so-called
mirror neurons are particularly sensitive to the

Fig. 3 Basic structure of the cognitive codes underlying the task of
Hommel (1996, experiment 1). The stimulus-response mapping
requires speeded responses with the left index finger to a red
stimulus and with the right index finger to a green stimulus. All
four examples assume that the red stimulus appears and the left
responses required. a shows the compatible condition with the
standard Simon set up, that is, the red stimulus appears on the left,
response-compatible side. Accordingly, activating <red> triggers
the left response binding (as intended) and activating <left>
(unintentionally) converges on the same response (actually, the two
<left> codes can considered to be identical). b shows the
incompatible condition, where the color and the location of the
stimulus activate different, competing responses. The relative
greater response conflict in the incompatible condition accounts
for the Simon effect. c and d show how the same two conditions are
affected by introducing spatially response-incompatible action
effects (response-triggered tones on the opposite side of the
response key). The response bindings now include (a weaker
version of) the code <right>, because the left index-finger
response leads to a <right> action effect. As a consequence, the
left stimulus is less compatible, and a right stimulus is less
incompatible with this response
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experience of interactions of an agent and a goal object,
but insensitive to either objects alone or objectless pan-
tomimes (Gallese et al. 1996). Interesting for present
purposes, watching actions activates the human homo-
logue of the indicated area of the macaque brain
(Grafton et al. 1996), whereas novel, meaningless
movements yield no effect (Decety et al. 1997). Consis-
tent with ideomotor accounts, observing an action
primes the same muscle groups that would be used to
carry it out (Fadiga et al. 1995). The discovery of mirror
neurons continues to provide a source of inspiration for
all sorts of speculations on the basis of empathy, human
sociability, imitational skills, or the origin of language,
and it is fair to say that the richness of these speculations
contrasts with the scarcity of available data. What seems
obvious, however, is that mirror neurons integrate per-
ceived action effects and motor patterns in a way that
makes them promising candidates to mediate effect-
based action planning (Miall 2003).

To summarize, available stimulus information can
directly impact the selection and performance of actions
if it possesses features that physically, semantically, or
pragmatically overlap with actions that are considered
for selection. From the point of view of action selection,
this demonstrates the important role of perceptual
anticipations of the consequences of actions in the
selection process. From a perceptual point of view, it
challenges the widespread assumption that there is such
a thing as pure perception. In contrast, action systems
seem to be actively involved even in rather simple per-
ceptual tasks, so that we not only perceive what an ob-
served events affords, we to some degree even realize
that performance in a (pre-)motor manner.

On-line parameter specification

As pointed out in the introduction, this article deals with
the role of perceptual processes in the planning and
control of voluntary, goal-directed action. I have con-
sidered perceptual processes referring to a broad tem-
poral range: i.e., anticipation based on past perceptions
of the effects a given action produced on previous
occasions, as well as the impact of the current perceptual
environment on action selection. I have discussed evi-
dence that all these processes and informational sources
can affect which action we perform to reach a particular
goal and perhaps even influence the goals we have. What
I did not consider, however, are effects of perceptual
information on ongoing behavior. The reason for this is
not that such effects do not exist. A particularly con-
vincing demonstration of their existence stems from
Prablanc and Pélisson (1990). They had subjects move
their hands to a goal position indicated by a light that
was sometimes shifted by a few centimeters after the
movement had begun. As the shift was carried out
during an eye movement of the subjects, they were
entirely unaware of it. And yet, their hand moved
straight to the new goal location, without any signs of

corrections. Obviously, the movement was adapted to
the changed situation in the absence of any conscious
awareness of even the fact that a change was taking
place (cf. Bridgeman et al. 1979; Goodale et al. 1986).

These and more empirical observations motivated
Milner and Goodale 1995 to suggest a neuro-cognitive
model of visuo-motor manual action, in which two
processing pathways are distinguished. One is an on-line
channel that proceeds along the dorsal visuo-motor
pathway, segregating in the primary visual cortex and
connecting to the motor cortex via relay stations in the
posterior parietal cortex. This so-called ‘‘action chan-
nel’’ is claimed to provide information about grasp- and
reaching-relevant visual information, such as location
and size, that directly feeds into systems responsible for
hand control. Information processed along this route is
not consciously accessible, which fits with the outcomes
of reaching studies of the sort discussed above and with
the observation that patients suffering from form
agnosia are able to properly grasp objects they at the
same time are unable to identify (Goodale et al. 1991).
The other, off-line channel is assumed to run from pri-
mary visual areas straight to the infero-temporal cortex,
that is, to areas involved in object recognition. This so-
called perceptual channel has access to memory, is
consciously accessible, and its main function is restricted
to visual perception. Consistent with this claim, an
impairment of this channel (as in optic ataxia) has the
effect that people may be able to identify an object that
they at the same time are unable to grasp (Perenin and
Vighetto 1988).

Milner and Goodale’s model has been widely dis-
cussed and some, probably too strong assumptions have
been challenged (e.g., Bruno 2001; Franz 2001; Jackson
2000). And yet, the general distinction between a
memoryless on-line channel that provides ongoing ac-
tions with the most up-to-date sensory information and
a cognitively penetrated, memory-based off-line channel
fares well in the light of the empirical evidence available
so far (Rossetti and Pisella 2002). However, it seems
questionable whether this distinction is most aptly
characterized as dividing action from perception. If the
term ‘‘action’’ refers to the performance of movements
to reach an intended goal (i.e., to produce an intended
effect), it is difficult to see how a processing channel
responsible for action control can do without any top-
down influence from a memorized goal and without any
idea about the expected consequences of the action. It is
also difficult to see how a memoryless-action channel
can carry out actions that are not driven by stimuli,
something humans can easily do. And, indeed, one can
doubt whether the essence of intentional action is best
described as the ‘‘transformation of visual information
into spatially calibrated motor outputs’’, as Milner and
Goodale (1995) characterize the dorsal pathway’s main
function.

A more realistic account of the ventral-dorsal sepa-
ration may take into account the distinction between
action plans and their parameters. We have seen evi-
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dence that action plans are constructed from past
experience, that is, from anticipations of action effects
based on previously encountered action-effect contin-
gencies. However, even the best-informed anticipation
can only be an approximation of the actual state of af-
fairs, so that action plans are necessarily imprecise. As
the actions they generate are commonly as precise as
they need to be, we need to assume that action planning
underspecifies the intended action and leaves open
parameter ‘‘slots’’ to be filled by on-line sensory infor-
mation (Jeannerod 1984; Schmidt 1975; Turvey 1977).
Indeed, this is what observations as those from Prablanc
and Pélisson (1990) suggest: When planning a manual
reach, people do not pre-specify the target location in
absolute coordinates but, rather, pre-specify (i.e., plan
offline) the target object, the effector, and the direction
of the movement, and leave the on-line specification of
the remaining parameters to the environment. Accord-
ingly, a change in an environmentally specified param-
eter does not change the plan and, thus, need not even be
noticed. Milner and Goodale’s dorsal pathway seems to
be perfectly equipped to deliver the external evidence
needed to specify the open parameters of action plans: it
is strictly on-line and thus provides motor systems with
the most up-to-date details about movement-related
characteristics of goal-relevant objects. In contrast, their
ventral pathway has everything needed to guide per-
ception and action planning: it works offline, has access
to goals and anticipations, and makes full use of the
available knowledge. Accordingly, it seems to be rea-
sonable to characterize the dorsal channel as a sensori-
motor pathway and the ventral channel as (a part of) a
perception-action system (Glover 2004; Hommel et al.
2001b). Consistent with this claim, recent studies were
able to demonstrate that action planning is affected by
cognitive illusions (Glover 2002; Glover and Dixon
2001; Kerzel et al. 2001) and semantic interference
(Glover and Dixon 2002), while action execution is not.

Conclusions

The aim of this article was to challenge the still popular
view that the relation between perception and action is
well captured by the linear, unidirectional processing
chains depicted in psychological textbooks. We have
discussed evidence that the basic unit of action planning
and action control is not a pure output node but, rather,
a feature-specific sensorimotor compound that inte-
grates output signals with the input signals they are
likely to evoke. Accordingly, planning an action neces-
sarily involves perceptual anticipation and the use of
anticipation for planning the action as needed. Senso-
rimotor units may often be overlearned, but a single
action is sufficient to create a new one that is sufficiently
stable to affect subsequent action planning. The senso-
rimotor nature of the elements of action plans renders
these plans sensitive to environmental information, in
such a way that perceived events can prime feature-

overlapping actions. This has obvious implications for
working environments and software ergonomics, but it
is also likely to underlie our ability to imitate actions we
perceive. In any case, perception and action are not just
related, they are two sides of the same coin.
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Decety J, Grèzes J, Costes N, Perani D, Jeannerod M, Procyk E,
Grassi F, Fazio F (1997) Brain activity during observation of
actions. Influence of action content and subject’s strategy. Brain
120:1763–1777

Di Pellegrino G, Fadiga L, Fogassi V, Gallese V, Rizzolatti G
(1992) Understanding motor events: a neurophysiological
study. Exp Brain Res 91:176–180

Eimer M (1995) Stimulus-response compatibility and automatic
response activation: evidence from psychophysiological studies.
J Exp Psychol Hum Percept Perform 21:837–854

Elsner B, Hommel B (2001) Effect anticipation and action control.
J Exp Psychol Hum Percept Perform 27:229–240

Elsner B, Hommel B (2004) Contiguity and contingency in the
acquisition of action effects. Psychol Res 68:138–154

Elsner B, Hommel B, Mentschel C, Drzezga A, Prinz W, Conrad B,
Siebner H (2002) Linking actions and their perceivable conse-
quences in the human brain. Neuroimage 17:364–372

Eriksen BA, Eriksen CW (1974) Effects of noise letters upon the
identification of a target letter in a nonsearch task. Percept
Psychophys 16:143–149

Fadiga L, Fogassi L, Pavesi G, Rizzolatti G (1995) Motor facili-
tation during action observation: a magnetic stimulation study.
J Neurophysiol 73:2608–2611

Franz VH (2001) Action does not resist visual illusions. Trends
Cogn Sci 5:457–459

Gallese V, Fadiga L, Fogassi L, Rizzolatti G (1996) Action rec-
ognition in the premotor cortex. Brain 119:593–609

Georgopoulos AP (1990) Neurophysiology of reaching. In:
Jeannerod M (ed) Attention and performance XIII: motor
representation and control. Erlbaum, Hillsdale, pp 227–263

12



Gibson JJ (1979) The ecological approach to visual perception.
Houghton Mifflin, Boston

Gilbert SJ, Shallice T (2002) Task switching: a PDP model. Cogn
Psychol 44:297–337

Glover S (2002) Visual illusions affect planning but not control.
Trends Cogn Sci 6:288–292

Glover S (in press) Separate visual representations in the planning
and control of action. Behav Brain Sci

Glover S, Dixon P (2001) Dynamic illusion effects in a reaching
task: evidence for separate visual representations in the
planning and control of reaching. J Exp Psychol Hum Percept
Perform 27:560–572

Glover S, Dixon P (2002) Semantics affect the planning but not
control of grasping. Exp Brain Res 146:383–387

Goodale MA, Pélisson D, Prablanc C (1986) Large adjustments
in visually guided reaching do not depend on vision of the
hand or perception of target displacement. Nature 320:748–
750

Goodale MA, Milner AD, Jakobson LS, Carey DP (1991) A
neurological dissociation between perceiving objects and
grasping them. Nature 349:154–156

Grafton ST, Arbib MA, Fadiga L, Rizzolatti G (1996) Localization
of grasp representations in humans by positrone emission
tomography 2 observation compared with imagination. Exp
Brain Res 112:103–111

Greenwald AG (1970) Sensory feedback mechanisms in perfor-
mance control: with special reference to the ideo-motor mech-
anism. Psychol Rev 77:73–99

Hommel B (1993) Inverting the Simon effect by intention:
determinants of direction and extent of effects of irrelevant
spatial information. Psychol Res 55:270–279

Hommel B (1996) The cognitive representation of action: auto-
matic integration of perceived action effects. Psychol Res
59:176–186

Hommel B (1997) Toward an action-concept model of stimulus-
response compatibility. In: Hommel B, Prinz W (eds)
Theoretical issues in stimulus-response compatibility. North-
Holland, Amsterdam, pp 281–320

Hommel B (1998a) Event files: evidence for automatic integration
of stimulus-response episodes. Visual Cogn 5:183–216

Hommel B (1998b) Automatic stimulus-response translation in
dual-task performance. J Exp Psychol Hum Percept Perform
24:1368–1384

Hommel B (2000) The prepared reflex: automaticity and control in
stimulus-response translation. In: Monsell S, Driver J (eds)
Control of cognitive processes: attention and performance
XVIII. MIT Press, Cambridge, pp 247–273

Hommel B (2004) Event files: feature binding in and across per-
ception and action. Trends Cogn Sci 8:494–500

Hommel B, Colzato LS (2004) Visual attention and the temporal
dynamics of feature integration. Visual Cogn 11:483–521

Hommel B, Eglau B (2002) Control of stimulus-response transla-
tion in dual-task performance. Psychol Res 66:260–273

Hommel B, Müsseler J, Aschersleben G, Prinz W (2001a) The
theory of event coding (TEC): a framework for perception and
action planning. Behav Brain Sci 24:849–878

Hommel B, Müsseler J, Aschersleben G, Prinz W (2001b) Codes
and their vicissitudes. Behav Brain 24:910–937

Hommel B, Alonso D, Fuentes LJ (2003) Acquisition and gener-
alization of action effects. Visual Cogn 10:965–986

Ivry RB, Franz EA, Kingstone A, Johnston JC (1998) The psy-
chological refractory period effect following callosotomy:
uncoupling of lateralized response codes. J Exp Psychol Hum
Percept Perform 24:463–480

Jackson SR (2000) Perception, awareness and action. In: Rossetti
Y, Revonsuo A (eds) Interaction between dissociable conscious
and nonconscious processes. John Benjamins, Amsterdam, pp
73–98

Jackson PL, Decety J (2004) Motor cognition: a new paradigm
to study self–other interactions. Curr Opin Neurobiol 14:259–
263

James W (1890) The principles of psychology. Dover, New York

Jeannerod M (1984) The contribution of open-loop and closed-
loop control modes in prehension movements. In: Kornblum S,
Requin J (eds) Preparatory states and processes. Erlbaum,
Hillsdale, pp 323–337

Kalaska JF, Hyde ML (1985) Area 4 and area 5: differences
between the load direction-dependent discharge variability of
cells during active postural fixation. Exp Brain Res 59:197–202

Kerzel D, Hommel B, Bekkering H (2001) A Simon effect induced
by induced motion: evidence for a direct linkage between cog-
nitive and motor maps. Percept Psychophys 63:862–874

Kornblum S, Hasbroucq T, Osman A (1990) Dimensional overlap:
cognitive basis for stimulus-response compatibility—a model
and taxonomy. Psychol Rev 97:253–270

Kunde W (2001) Response-effect compatibility in manual choice
reaction tasks. J Exp Psychol Hum Percept Perform 27: 387–
394

Kutas M, Donchin E (1980) Preparation to respond as manifested
by movement-related brain potentials. Brain Res 202:95–115

Liu X, Banich MT, Jacobson BL, Tanabe JL (2004) Common and
distinct neural substrates of attentional control in an integrated
Simon and spatial Stroop task as assessed by event-related
fMRI. Neuroimage 22:1097–1106

Logan GD (1988) Toward an instance theory of automatization.
Psychol Rev 95:492–527

Logan GD, Burkell J (1986) Dependence and independence in
responding to double stimulation: a comparison of stop,
change, and dual-task paradigms. J Exp Psychol Hum Percept
Perform 12:549–563

Logan GD, Gordon RD (2001) Executive control of visual atten-
tion in dual-task situations. Psychol Rev 108:393–434

Logan GD, Schulkind MD (2000) Parallel memory retrieval in
dual-task situations: I. semantic memory. J Exp Psychol Hum
Percept Perform 26:1072–1090

Loveless NF (1962) Direction-or-motion stereotypes: a review.
Ergonomics 5:357–383

Miall RC (2003) Connecting mirror neurons and forward models.
Neuroreport 14:2135–2137

Milner AD, Goodale MA (1995) The visual brain in action. Oxford
University Press, Oxford

Monsell S (2003) Task switching. Trends Cogn Sci 7:134–140
Pashler H (1994) Dual-task interference in simple tasks: data and

theory. Psychology B 116:220–244
Perenin MT, Vighetto A (1988) Optic ataxia: a specific disruption

in visuomotor mechanisms. I. Different aspects of the deficit in
reaching for objects. Brain 111:643–674

Prablanc C, Pélisson D (1990) Gaze saccade orienting and hand
pointing are locked to their goal by quick internal loops. In:
Jeannerod M (ed) Attention and performance XIII. Erlbaum,
Hillsdale, pp 653–676

Prinz W (1987) Ideo-motor action. In: Heuer H, Sanders AF (eds)
Perspectives on perception and action. Erlbaum, Hillsdale, pp
47–76

Prinz W (1990) A common coding approach to perception and
action. In: Neumann O, Prinz W (eds) Relationships between
perception and action. Springer, Berlin Heidelberg New York,
pp 167–201

Proctor RW, Lu C-H (1999) Processing irrelevant information:
practice and transfer effects in choice-reaction tasks. Mem Cogn
27:63–77

Proctor RW, Vu K-PL (2002) Mixing location-irrelevant and
location-relevant trials: influence of stimulus mode on spatial
compatibility effects. Mem Cogn 30:281–293

Proctor RW, Vu K-PL, Marble JG (2003) Spatial compatibility
effects are eliminated when intermixed location-irrelevant trials
produce the same spatial codes. Visual Cogn 10:15–50

Riehle A, Requin J (1989) Monkey primary motor and premotor
cortex: single-cell activity related to prior information about
direction and extent of an intended movement. J Neurophysiol
61:534–549

Rizzolatti G, Fogassi L, Gallese V (2001) Neurophysiological
mechanisms underlying the understanding and imitation of
action. Nat Rev Neurosci 2:661–670

13



Rossetti Y, Pisella L (2002) Several ‘vision for action’ systems: a
guide to dissociating and integrating dorsal and ventral func-
tions. In: Prinz W, Hommel B (eds) Common mechanisms in
perception and action: attention and performance XIX. Oxford
University Press, Oxford, pp 62–119

Schmidt RA (1975) A schema theory of discrete motor skill
learning. Psychol Rev 82:225–260

Schubotz RI, von Cramon DY (2001) Functional organization of
the lateral premotor cortex: fMRI reveals different regions
activated by anticipation of object properties, location and
speed. Cogn Brain Res 11:97–112

Schubotz RI, von Cramon DY (2002) Predicting perceptual events
activates corresponding motor schemes in lateral premotor
cortex: an fMRI study. Neuroimage 15:787–796

Schubotz RI, von Cramon DY (2003) Functional–anatomical
concepts of human premotor cortex: evidence from fMRI and
PET studies. Neuroimage 20:S120-S131

Schubotz RI, Friederici AD, von Cramon DY (2000) Time per-
ception and motor timing: a common cortical and subcortical
basis revealed by fMRI. Neuroimage 11:1–12

Simon JR, Rudell AP (1967) Auditory S-R compatibility: the effect
of an irrelevant cue on information processing. J Appl Psychol
51:300–304

Stock A, Stock C (2004) A short history of ideo-motor action.
Psychol Res 68:176–188

Stoet G, Hommel B (1999) Action planning and the temporal
binding of response codes. J Exp Psychol Hum Percept Perform
25:1625–1640

Stroop JR (1935) Studies of interference in serial verbal reactions.
J Exp Psychol 28:643–662

Sudevan P, Taylor DA (1987) The cuing and priming of cognitive
operations. J Exp Psychol Hum Percept Perform 13:89–103

Tagliabue M, Zorzi M, Umiltà C, Bassignani C (2000) The role of
LTM links and STM links in the Simon effect. J Exp Psychol
Hum Percept Perform 26:648–670

Tucker M, Ellis R (1998) On the relations of seen objects and
components of potential actions. J Exp Psychol Hum Percept
Perform 24:830–846

Turvey MT (1977) Preliminaries to a theory of action with refer-
ence to vision. In: Shaw R, Bransford J (eds) Perceiving, acting,
and knowing: toward an ecological psychology. Erlbaum,
Hillsdale, pp 211–265

Vidal F, Bonnet M, Macar F (1991) Programming response
duration in a precueing reaction time paradigm. J Mot Behav
23:226–234

Vu K-PL, Proctor RW, Urcuioli P (2003) Transfer effects of
incompatible location-relevant mappings on a subsequent
visual or auditory Simon task. Mem Cogn 31:1146–1152

Waszak F, Hommel B, Allport A (2003) Task-switching and long-
term priming: role of episodic stimulus-task bindings in task-
shift costs. Cogn Psychol 46:361–413

Watkins KE, Strafella AP, Paus T (2003) Seeing and hearing
speech excites the motor system involved in speech production.
Neuropsychologia 41:989–994

Welford AT (1952) The ‘‘psychological refractory period’’ and the
timing of high-speed performance—a review and a theory. Br J
Psychol 43:2–19

Ziessler M, Nattkemper D (2002) Effect anticipation in action
planning. In: Prinz W, Hommel B (eds) Common mechanisms
in perception and action: attention and performance XIX.
Oxford University Press, Oxford, pp 645–672

14


	Sec1
	Sec2
	Fig1
	Sec3
	Fig2
	Sec4
	Sec5
	Sec6
	Fig3
	Sec7
	Sec8
	Bib
	CR1
	CR2
	CR3
	CR4
	CR5
	CR6
	CR7
	CR9
	CR10
	CR11
	CR12
	CR13
	CR14
	CR15
	CR16
	CR17
	CR18
	CR19
	CR20
	CR21
	CR22
	CR23
	CR24
	CR25
	CR26
	CR27
	CR28
	CR29
	CR30
	CR31
	CR32
	CR33
	CR34
	CR35
	CR36
	CR37
	CR38
	CR39
	CR40
	CR41
	CR42
	CR43
	CR44
	CR45
	CR46
	CR47
	CR48
	CR49
	CR50
	CR51
	CR52
	CR53
	CR54
	CR55
	CR56
	CR57
	CR58
	CR59
	CR60
	CR61
	CR62
	CR63
	CR64
	CR65
	CR66
	CR67
	CR68
	CR69
	CR70
	CR71
	CR72
	CR73
	CR74
	CR75
	CR76
	CR77
	CR78
	CR79
	CR80
	CR81
	CR82
	CR83
	CR84
	CR85
	CR86
	CR87
	CR88
	CR89
	CR90
	CR91
	CR92
	CR93
	CR94

