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Risk and responsible AI



Types of generative AI risks

Model risks

● Hallucination
● Data contamination
● Privacy
● Algorithmic bias
● Harmful output
● Accuracy / trustworthiness
● Legal and regulatory
● Misalignment
● Misuse, misinformation, 

manipulation

Cybersecurity risks

● OWASP Top 10 for LLM 
applications

● As yet unknown attacks

User risks

● Intellectual property
● Data contamination
● Privacy
● Algorithmic bias
● Harmful output
● Accuracy / trustworthiness
● Legal and regulatory
● Misalignment 

(accidental)**

* European Commission “AI Act.” EU, 18 Feb. 2025, https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
** Betley, Jan, et al. “Emergent Misalignment: Narrow fine-tuning can produce broadly misaligned LLMs.”, arXiv, 12 Feb. 2025, https://arxiv.org/abs/2502.17424

*



Cybersecurity risks*

LLM01: Prompt Injection: User inputs manipulate LLM 
behavior, including jailbreaking, with risks like 
unauthorized access or harmful content.
LLM02: Sensitive Information Disclosure: Leaks PII, 
proprietary algorithms, or business data due to inadequate 
sanitization.
LLM03: Supply Chain: Vulnerabilities in third-party models, 
data, or LoRA adapters (e.g., outdated components, 
licensing risks).
LLM04: Data and Model Poisoning: Manipulated training 
data introduces biases or backdoors.**

LLM05: Improper Output Handling: Insufficient validation 
leads to XSS, SQL injection, or remote code execution.

LLM06: Excessive Agency: Overly autonomous LLMs with 
excessive permissions cause unintended actions.
LLM07: System Prompt Leakage: Exposure of sensitive 
prompt data enables further attacks.
LLM08: Vector and Embedding Weaknesses: RAG 
vulnerabilities lead to data leaks or behavior changes.
LLM09: Misinformation: Hallucinations or biases produce 
false outputs, risking legal or reputational harm.
LLM10: Unbounded Consumption: Excessive inference leads 
to DoS, financial loss, or model theft.

* Open Worldwide Application Security Project “OWASP Top 10 for LLMs.”, OWASP, 17 Nov. 2024, https://genai.owasp.org/resource/owasp-top-10-for-llm-applications-2025/
** Nelson, Nate “Millions of Malicious Repositories Flood GitHub.” Dark Reading, 4 Mar.  2024, https://www.darkreading.com/application-security/millions-of-malicious-repositories-flood-github



Where can vulnerabilities occur?

* Open Worldwide Application Security Project “OWASP Top 10 for LLMs.”, OWASP, 17 Nov. 2024, https://genai.owasp.org/resource/owasp-top-10-for-llm-applications-2025/



AI safety vs. responsible AI*

Additional risks

● Ethical overreach
● Unintended consequences
● Compounding human error
● Economic disruption 

(deskilling**)
● Social disruption
● Political 1984
● Existential risk

Responsible AI

1. Security
2. Safety
3. Privacy
4. Fairness
5. Accuracy (trustworthiness)
6. Human-controlled
7. Human-centric design
8. Explainability
9. Transparency

* Ng, Andrew “The Difference Between AI Safety and Responsible AI.” The Batch, 12 Feb. 2025, https://www.deeplearning.ai/the-batch/the-difference-between-ai-safety-and-responsible-ai)
** Herardian, Ron “Adaptation Vectors”, Aethercloud, 30 May 2024, https://github.com/rherardi/adaptation-vectors

“What could possibly go wrong?”



Isaac Asimov’s Four* Laws of Robotics

Asimov’s Law

1. A robot cannot cause harm to [human]kind 
or, by inaction, allow [human]kind to come to 
harm.

2. A robot may not injure a human being or, 
through inaction, allow a human being to 
come to harm.

3. A robot must obey orders given it by human 
beings except where such orders would 
conflict with the First Law [or Law Zero].

4. A robot must protect its own existence as 
long as such protection does not conflict with 
the First or Second Law.

Responsible AI

1. Ethical Frameworks and Guidelines, 
Explainability, Transparency

2. Safety, Security, Privacy, Fairness, Accuracy 
3. Human-controlled
4. Human-centric design

* Asimov’s Fourth Law of Robotics (“Law Zero”) was added by Isaac Asimov in 1985 in “Robots and Empire” (SBN-10: 0586062009, ISBN-13: 978-0586062005), forty years after laws 1-3. 



Open source AI model testing



Model testing: Who tests what?*

Model developer

● Test everything they provide
● Not responsible for customer 

applications
● Not responsible for anything the 

customer modified
● Not responsible data breaches 

outside services and 
infrastructure

Model user

● Test everything if you touched 
anything**

● Secure data and maintain data 
provenance

● Enforce access controls and 
permissions from source systems 

● Build custom guardrails for 
prompts and responses

* Cf. Amazon Web Services “Shared Responsibility Model.” AWS, 03 Mar. 2025, https://aws.amazon.com/compliance/shared-responsibility-model/ 
** Herardian, Ron “AI Models: You Break it, You Buy It.” LinkedIn Pulse, 10 Mar. 2025, https://www.linkedin.com/pulse/ai-models-you-break-buy-ron-herardian-xb8cf



Model testing: open source tools

MLOps breakdown of open source AI tests and benchmarks (1)
Data Preparation**

● "RedditBias: A Real-World Resource for Bias Evaluation and Debiasing of Conversational Language Models" (Barikeri et al., 
2021), https://arxiv.org/abs/2106.03521, https://github.com/soumyab/redditbias: Evaluates and debiases conversational 
models using real-world bias data, ensuring fair inputs before training.

Model Training
● "Evaluating Large Language Models Trained on Code" (Chen et al., 2021), https://arxiv.org/abs/2107.03374, 

https://github.com/openai/human-eval: Assesses code generation during training to validate programming task learning (e.g., 
via HumanEval).

Model Evaluation (Pre-Deployment)
● "BBQ: A Hand-Built Bias Benchmark for Question Answering" (Parrish et al., 2022), https://arxiv.org/abs/2110.08193, 

https://github.com/nyu-mll/BBQ: Tests social biases in QA under ambiguous and disambiguated contexts pre-deployment to 
quantify bias.

*

* Daxa Pebblo identifies semantic topics and entities found in the loaded data and summarizes them (see https://github.com/daxa-ai/pebblo)



Model testing: open source tools

MLOps breakdown of open source AI tests and benchmarks (2)
Model Evaluation (Pre-Deployment)

● "Beyond the Imitation Game: Quantifying and Extrapolating the Capabilities of Language Models" (Srivastava et al., 2022), 
https://arxiv.org/abs/2206.04615, https://github.com/google/BIG-bench: Probes broad capabilities (200+ tasks) 
pre-deployment for generalization.

● "BOLD: Dataset and Metrics for Measuring Biases in Open-Ended Language Generation" (Dhamala et al., 2021), 
https://arxiv.org/abs/2101.11718, https://github.com/amazon-science/bold: Measures biases in open-ended text across 
domains (e.g., gender, race) pre-deployment for fairness.

● "BoolQ: Exploring the Surprising Difficulty of Natural Yes/No Questions" (Clark et al., 2019), 
https://arxiv.org/abs/1905.10044, https://github.com/google-research/boolq: Assesses yes/no question-answering difficulty 
pre-deployment for comprehension.

● "Can LLMs Follow Simple Rules?" (Mu et al., 2023), https://arxiv.org/abs/2311.04235, https://github.com/normster/llm-rules: 
Tests rule-following ability pre-deployment for logical consistency.

● "Evaluating Models’ Local Decision Boundaries via Contrast Sets" (Gardner et al., 2020), https://arxiv.org/abs/2004.02709: 
Examines robustness via minimal input changes pre-deployment.

*

* Herardian, Ron “Open Source AI vs. AI Model Openness.” LinkedIn Pulse, 24 Feb. 2025, https://www.linkedin.com/pulse/open-source-ai-vs-model-openness-ron-herardian-xbamf



Model testing: open source tools

MLOps breakdown of open source AI tests and benchmarks (3)
Model Evaluation (Pre-Deployment)

● "Evaluating Models’ Local Decision Boundaries via Contrast Sets" (Gardner et al., 2020), https://arxiv.org/abs/2004.02709: 
Examines robustness via minimal input changes pre-deployment.

● "HellaSwag: Can a Machine Really Finish Your Sentence?" (Zellers et al., 2019), https://arxiv.org/abs/1905.07830, 
https://github.com/rowanz/hellaswag: Evaluates sentence completion and commonsense reasoning pre-deployment.

● "Measuring Massive Multitask Language Understanding" (Hendrycks et al., 2021), https://arxiv.org/abs/2009.03300, 
https://github.com/hendrycks/test: Tests broad task performance (57 tasks) pre-deployment for generalization.

● "RealToxicityPrompts: Evaluating Neural Toxic Degeneration in Language Models" (Gehman et al., 2020), 
https://arxiv.org/abs/2009.11462, https://github.com/allenai/real_toxicity_prompts: Assesses toxic degeneration 
pre-deployment for safety.

● "Think you have Solved Question Answering? Try ARC, the AI2 Reasoning Challenge" (Clark et al., 2018), 
https://arxiv.org/abs/1803.05457, https://github.com/EleutherAI/lm-evaluation-harness/tree/main/lm_eval/tasks/arc: 
Challenges reasoning in QA pre-deployment for advanced skills.

*

* Linux Foundation, “Model Openness Framework (MOF).” LF, 02 Feb. 2025, https://isitopen.ai/



RealToxicityPrompts



Model testing: open source tools

MLOps breakdown of open source AI tests and benchmarks (4)
Model Evaluation (Pre-Deployment)

● "TriviaQA: A Large Scale Distantly Supervised Challenge Dataset for Reading Comprehension" (Joshi et al., 2017), 
https://arxiv.org/abs/1705.03551, https://github.com/mandarjoshi90/triviaqa: Tests reading comprehension on a large-scale 
dataset pre-deployment.

● "TruthfulQA: Measuring How Models Mimic Human Falsehoods" (Lin et al., 2022), https://arxiv.org/abs/2109.07958, 
https://github.com/openai/truthfulqa: Measures truthfulness pre-deployment to avoid falsehoods.

Deployment
● "DecodingTrust: A Comprehensive Assessment of Trustworthiness in GPT Models" (Wang et al., 2023), 

https://arxiv.org/abs/2306.11698, https://github.com/AI-secure/DecodingTrust: Assesses trustworthiness (e.g., toxicity, 
robustness) during deployment for real-world reliability.

● "Is ChatGPT Fair for Recommendation? Evaluating Fairness in Large Language Model Recommendation" (Zhang et al., 2023), 
https://arxiv.org/abs/2305.07609, https://github.com/jizhi-zhang/FaiRLLM: Evaluates fairness in recommendation tasks 
during deployment.

*



DecodingTrust



DecodingTrust



Model testing: open source tools

MLOps breakdown of open source AI tests and benchmarks (5)
Deployment

● "Tensor Trust: Interpretable Prompt Injection Attacks from an Online Game" (Toyer et al., 2023), 
https://arxiv.org/abs/2311.01011: Tests prompt injection vulnerabilities during deployment for security.

● "Universal and Transferable Adversarial Attacks on Aligned Language Models" (Zou et al., 2023), 
https://arxiv.org/abs/2307.15043, https://github.com/llm-attacks/llm-attacks: Assesses robustness against adversarial 
attacks during deployment.

Monitoring (Post-Deployment)
● "Evaluating Superhuman Models with Consistency Checks" (Fluri et al., 2024), https://arxiv.org/abs/2306.09983, 

https://github.com/ethz-spylab/superhuman-ai-consistency: Monitors consistency in superhuman models post-deployment.
● "Self-Contradictory Hallucinations of Large Language Models: Evaluation, Detection and Mitigation" (Mündler et al., 2024), 

https://arxiv.org/abs/2305.15852, https://github.com/eth-sri/ChatProtect: Detects and mitigates contradictions 
post-deployment for reliability.

Center for Research on Foundation Models “The Foundation Model Transparency Index.., CRFM, 22 May, 2024 https://crfm.stanford.edu/fmti/May-2024/index.html (https://github.com/stanford-crfm/fmti)
For a list of additional open source AI Model test tools see https://www.aethercloud.com/open-source-ai-test-tools



Universal and Transferable Adversarial Attacks



Continuous monitoring in the MLOps pipeline



Infrastructure requirements



COMPL-AI framework

Compliance with the EU AI Act

● "COMPL-AI Framework: A Technical Interpretation and LLM Benchmarking Suite for the EU Artificial 
Intelligence Act" (Guldimann et al., 2025): https://arxiv.org/abs/2410.07959 | 
https://github.com/compl-ai/compl-ai



Minimal hardware resources

Container(s) 1 container(s)

CPU cores 8 cores

CPU percent 100% CPU

RAM 2,287 MB physical

RAM percent 7.15% RAM

IOPS 476 IOPS total

BLK 65 GiB total

CUDA cores 2,662 CUDA cores

GPU percent 26% GPU

GDDR 983 MB physical

GDDR percent 8% GPU

Run time 509 minutes

IaaS Cost/run Unit Specifications

AWS EC2 (not available) USD not available

AWS EKS: (not available) USD not available

Azure VM 7.718 USD 1 NV12ads A10 v5 (12 vCPUs, 110 GB RAM)

Azure AKS $7.67 USD 1 NC8as T4 v3 (8 vCPUs, 56 GB RAM)

GCP GCE $7.00 USD custom VM type

GCP GKE (not available) USD not available



Hardware resources: CPU



Hardware resources: PIDs



Hardware resources: RAM



Hardware resources: GPU



Hardware resources: IOPS



Testing at scale



Testing at scale

Next steps

1. Comprehensive AI risk assessment suite (not limited to security)
2. Integrate tests at different stages of the MLOps pipeline (including Pebblo for data provenance)
3. Enhance the dashboard, e.g., add alerts, integrate with monitoring tools
4. Scale out

a. Rewrite CPU-bound tests to be multi-process where possible*

b. Parallelize AI model tests (multiple containers) using immutable, ephemeral infrastructure
c. Test multiple AI models in parallel (scale out on public cloud)

* Multithreading in CPython does not improve performance for CPU bound programs due to Global Interpreter Lock (GIL) which runs one thread at a time for data integrity reasons
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Putting it all together


