DevOps Project1

Description:
In this project we will create Jenkins pipeline to deploy a code change related to a java application to change the background of the app.

Requirements:
	No of VMs
	Server Type
	Tools / Services

	2
	Jenkins Master and Slave
	

	1
	SonarQube
	

	1
	Nexus Repository
	

	2
	K8s 1 Master 2 Slave Nodes
	

	
	
	Aqua Trivia for Docker image scan.

	
	
	OWASP for Dependency check.




1. Creation of VMs: We will create 3 VMs initially for Jenkins, SonarQube and Nexus.
2. Follow the instructions below.
3. Login to AWS > Go to EC2 > Click on Instances > Launch 3 instances with below shown detail.

[image: ]
4. Choose the below shown options.
[image: ]

5. Create new keypair and create new SG or select the existing one. 
6. In this project I have created a new one.
[image: ]
7. Set below shown settings and click on Launch Instance.
[image: ]
8. Instance creation will complete and you will see this message on the console.
[image: ]

9. Once the instances are ready, we have to name them as shown below.
[image: ]
10. Open the Security Group which we are going to use and enable the below shown ports.
[image: ]
[image: ]
11. Connect to the servers through MobaXterm.
12. Download home edition and install it on your machine.
13. After download, now connect like shown below.
14. Click on Sessions > SSH
[image: ]
15. Add Public IP > Give Username > Select the download .pem key file as shown below.
[image: ]
[image: ]
16. Click on OK.
17. The instance will be connected as shown below.
[image: ]
18. Rename the sessions to better understanding and clarity.
[image: ]
19. Right click Home button on MobaXterm window and then right click on Jenkins session.
20. Click on Duplicate session > Name it to SonarQube > Change the color code > Change Public IP.
21. Same we need to do for Nexus Repository.
[image: ]
22. Click on Edit session and add values like Public IP and the Color code.
[image: ]
23. Make changes as shown and Click on OK
24. 
[image: ]
[image: ]
25. Now, we have to start with the installations on each server.
26. Begin with Jenkins, we need “java” as prerequisite.
27. Run the command to check “java” version and if it does not available, then we need to install it.
[image: ]
28. “java” is not installed. We have to run below shown command to install “java”.
29. “OpenJDK” is getting deprecated, hence we will install “openjdk-18”.
[image: ]
30. Once installation is completed, you will see below image.
[image: ]
NOTE: We also need to run “sudo apt update -y” to update all the packages.

31. We will now install Jenkins by following the instructions from the official documentation page.
32. We will follow the instructions for ubuntu OS.
33. This is the official link LINK
Select the options as shown below > Copy the code and run it as it is in Jenkins server.
[image: ]
NOTE: Use LTS version. It’s called Long Time Support release.

Jenkins: Installation, Setup & Configuration
34. Once the installation completes, we will see below output/message on the prompt.
[image: ]
35. Start Jenkins by running the below shown commands.

	Enable Jenkins
	sudo systemctl enable jenkins

	Start Jenkins
	sudo systemctl start jenkins

	Check Status Jenkins
	sudo systemctl status jenkins


36. After enabling the Jenkins, when I tried starting Jenkins, I got the below shown error message.
[image: ]
37. To check the exact error, run this command journalctl -xeu jenkins.service. See above image.
38. As per the error, it says the supported version of Java for Jenkins is either 17, 21.
39. So, its suggested to uninstall Java 18 and install Java 17 and try to start Jenkins.
40. I tried below steps to remove/uninstall Java manually.

 (i) Check path for java installation.
[image: ]
(ii) cd to the path and ls to check file(s).
[image: ]
(iii) ran sudo rm -rf command as below to manually delete the jdk 18 folder.
[image: ]
(iv)
[image: ]
(v) Update system package and install Java 17 as shown below.
[image: ]
(vi) Check Java version
[image: ]
(vii) Enable and start Jenkins and the check the status.
[image: ]
41. Now, Jenkins is up, active and running.

NOTE: For Jenkins to work, we should either 17 or 21st version. 
42. We will configure Jenkins online, for that copy the Public DNS and use port 8080 to open it.
[image: ]
43. The web page will open as shown below.
[image: ]
44. Now, we have to navigate to the below shown path and get password from there.
/var/lib/jenkins/secrets/initialAdminPassword
45. This is how we can check the password
[image: ]
46. Paste the password and click on Continue button.
[image: ]
47. Click on “Install Suggested Plugins”
[image: ]
48. It will install all the required plugins in Jenkins.
[image: ]
49. After installation we have to setup “username” & “password”
[image: ]
50. Define the credentials and click on Save and Continue.
[image: ]

Specify email address also and click on Save and Continue.
[image: ]
51. To access Jenkins, this is the URL http://ec2-3-90-185-173.compute-1.amazonaws.com:8080/
[image: ]
52. Jenkins is ready for use.
[image: ]
53. Jenkins dashboard will be available to use.(Username: projone Password: Welcome123)
[image: ]











SonarQube: Installation, Setup & Configuration

1. Login to SonarQube server and run “sudo apt update” command.
[image: ]
2. Now, we need to install “Docker” because to use SonarQube we will use docker image.
3. Run this command to first install Docker <sudo apt install docker.io>
[image: ]
4. After installation, we run Docker in the detached mode to reduce logs & background process
5. Run this command:
docker run -d -p 9000:9000 sonarqube:lts-community

*1st port is Host port 2nd port is Container port
*Two versions of SonarQube available. Community and Developer.
*Developer is paid and Community is free.
*So, we will install Community version.
6. After installation, we will see the below message.
[image: ]
7. To check status of docker, run this command “docker ps”.
[image: ]


8. Real time pointers:
	* Jenkins master & slave both should have 4GB of RAM
* Slave should have more storage as compared to Master.


9. Now, try to open SonarQube in a browser.
10. Copy the Public DNS with port 9000 (Host) and see if we get the login screen.
11. This is the URL ec2-18-215-151-49.compute-1.amazonaws.com:9000
[image: ]
12. Default username and password will be admin/admin.
13. Login screen.
[image: ]
14. At first login change the password.
[image: ]
15. Jenkins and SonarQube password is “Welcome123”. Click “Update” after changing.
16. SonarQube dashboard will open.
[image: ]
17. SonarQube Server Setup is now completed.

NOTE: If after restart of VM the user is not able to login to SonarQube, then type “admin” as old password and reset it to again Welcome123
*Its related to this project work*








Nexus Repository: Installation, Setup & Configuration
1. Login to Nexus Server and run these commands.
a. sudo apt update
b. sudo su  <To switch to “root”> and install “Docker”.
2. Refer below image.
[image: ]
3. Install Docker
[image: ]
4. Now, we have to install Nexus by running this command:
docker run -d -p 8081:8081 sonatype/nexus3
5. Nexus installation completed
[image: ]
6. Docker container is up and running.
[image: ]
7. Now, we have to connect to the container.
8. Run this command: docker exec -it <imageID> /bin/bash
[image: ]
9. We connect to the Nexus container to know the password.
10. Now open Nexus Repo URL in the browser.
11. Nexus Dashboard will open
[image: ]
12. Now, we have to search for admin.password file inside Nexus server. 
13. Go to the below shown path and search for “admin.password” file.
[image: ]
14. We have to run command cat admin.password and we can see the password.
[image: ]
15. bd938047-f380-4414-b342-cb2723b7af49
NOTE: Always go to this path to get the latest “admin-password”
/opt/sonatype/sonatype-work/nexus3
[image: ]
16. Using this password, we will login as “admin”. Click on Sign-In
[image: ]
17. Login with admin and the password we got from the server as shown below.
18. Now, login with the new “admin-password” as shown above and then it will ask to reset.
[image: ]
19. We will see a welcome message as shown below.
[image: ]
20. Click on Next and set new password in the next window. (Welcome123)
[image: ]
21. Once password reset done, we will see below screen.
[image: ]
22. Click Next to get User agreement. Accept it. Click on Agree.
[image: ]
23. Select Enable Anonymous Access. Click on Next.
[image: ] 
24. Click on Finish.
[image: ]
25. Nexus dashboard is now up and running.
[image: ]

PRO-TIP


When you're setting up and configuring Nexus Repository in a real-time DevOps project, the recommended approach is to:
🔒 Disable Anonymous Access
✅ Why Disabling Anonymous Access is Recommended (Best Practice)
1. Security and Access Control
· Disabling anonymous access forces authentication, so only authorized users or CI/CD tools can interact with the repo.
· You can track who uploaded/downloaded what and when — useful for auditing and compliance.
2. Prevent Unauthorized Access
· If you leave it open to anonymous access, anyone who knows the URL could potentially:
· Download your private artefacts (jars, wars, Docker images).
· Upload malicious code or artefacts.
· Flood the repo (DoS-style).
3. Compliance Requirements
· Many companies follow ISO, SOC2, or internal security policies, where anonymous access is not allowed in production.
4. Fine-Grained Permission Control
· Disabling anonymous access lets you assign roles (read, deploy, delete) to users/groups — critical in a DevOps pipeline.
❗️When Is Anonymous Access Okay?
Only in non-production environments or public repositories for:
· Testing or training environments.
· Hosting public libraries/packages where open access is intentional.
· Internal PoCs (Proof of Concepts).
Even in these cases, it's better to restrict access via IP or internal firewall rules.
🔧 Real-Time DevOps Practice
In your CI/CD setup (e.g., Jenkins + Nexus):
· Use Nexus credentials in a secure credentials store (like Jenkins credentials).
· Configure Nexus roles:
· Developers: Read + Deploy access.
· Build servers (like Jenkins): Deploy access only to certain repos.
· QA/Users: Read-only access.
🔐 Bonus Tip: Use Repository Connectors Securely
· Enable HTTPS on Nexus if it's accessible over a network.
· Use strong passwords and API tokens instead of plaintext credentials.
Summary
	Setting
	Recommendation
	Reason

	Anonymous Access
	❌ Disable
	For better security and control

	Authenticated Access
	✅ Enable
	Track usage, enforce RBAC, audit access

	Exceptions
	✅ Dev/Test/Public only
	With restricted IPs or firewall




26. We can see lots of default repositories available for use. We can choose any one of them.
[image: ]
27. Now Nexus Repository is all set to use.
28. We also, need to install “Docker” inside “Jenkins” server because we will run docker comm.
29. After installing Docker, we need to make “ubuntu” user to run docker commands.
30. Refer the below steps.
[image: ]
31. Install Docker by running the above shown command.
[image: ]
32. Run the below command to make “ubuntu” user to run docker commands in this server.
sudo chmod 666 /var/run/docker.sock
This command is bit risky as it opens lots of vulnerability issues. But for practice we will use.
33. [image: ]
34. Now, other users of Jenkins can also run “Docker” commands. (Not recommended).
35. Jenkins, SonarQube & Nexus all successfully setup and configured.
Jenkins: Other Setup & Configurations
1. We have to install some plugins in Jenkins.
2. Log into Jenkins > Go to Manage Jenkins > Plugins. Below are the plugins we need.
a. Sonar Scanner
b. Nexus Artifact Uploader
c. Docker pipeline
d. Cloudbees Docker Build and Publish
e. OWASP Dependency Check
f. Eclipse Temurin Installer
3. Install “Sonar Scanner” as shown
[image: ]
[image: ]
[image: ]
4. Click on “Install” on the top right corner. It will take to download and install all plugins.
[image: ]
5. After plugins installation completes, we have to configure them.
6. Go to Manage Jenkins > Tools 
7. First, setup JDK with below details. Install both JDK 11 and 17 both as shown below.
[image: ]
8. Install JDK11 as well
[image: ]
9. SonarQube configuration.
[image: ]
10. Maven Configuration
[image: ]
11. Configure Dependency Check
[image: ]
12. Docker configuration
[image: ]
13. Click on Save and Apply after adding these configurations
[image: ]
14. Now, we have to connect “SonarQube” with “Jenkins
15. First login to SonarQube website and go to this navigation.



16. SonarQube > Administration > Security > Users > Token
[image: ]
17. Give any TokenName > Generate a token > Set expires after 30 days.
[image: ]
[image: ]
squ_4487c5636d448e337213ef9d6771849f35d2054c
squ_190eaa164a696f978468fd425e55e07e929dadbc   Latest (20th Apr 2025)

18. Go to Jenkins > Manage Jenkins > Credentials > Global Credentials
[image: ]
19. Fill in details as shown.
[image: ]
20. Click on Create. Below page will be displayed.
[image: ]
21. Now, add Docker credentials. We will follow same process. Click on Add Credentials again.
22. Fill in details as shown. I have used my Jenkins login credentials here for Docker.
[image: ]
23. Now we have two credentials added.
[image: ]
24. Now we have to add/configure servers in Jenkins.
25. Jenkins > Manage Jenkins >System.
[image: ]
26. The reason we have SonarQube server because we have installed its plugin in Jenkins.
[image: ]
27. Fill in details > Click on Save & Apply.
[image: ]
28. Now, we have to setup “Nexus” in Jenkins, follow the below shown process.
29. Install a plugin called “Config File Provider”

PRO-TIP

💡What is "Config File Provider" Plugin in Jenkins?
The **Config File Provider Plugin** allows you to:
✅ Store configuration files (like `settings.xml`, `nexus-settings.xml`, `.npmrc`, `.ssh/config`, etc.) inside Jenkins.  
✅ Inject these config files into your build workspace (temporarily) **during a Jenkins job**.
So instead of manually placing config files on every Jenkins agent or hardcoding them into your build, Jenkins will handle them cleanly and securely.
💡Why is this useful for Nexus?
When you use **Maven** or **Gradle** or any other build tool in Jenkins, the tool often needs to:
 **Upload build artifacts** to Nexus (like `.jar`, `.war`, or `.zip` files).
**Download dependencies** from Nexus.
For this, Maven uses a special configuration file: `settings.xml`.  
This file tells Maven:
- Nexus URL.
- Repository credentials.
- Custom repository policies.
💡Why you need Config File Provider before Nexus setup?
Because your Jenkins pipeline or freestyle job needs to point to the **correct `settings.xml` file** (or any other config) to communicate with Nexus.
Without this plugin, Jenkins won't know how to inject that file into the build workspace, and your builds will fail with errors like:
[ERROR] Failed to deploy artifacts: Could not transfer artifact to Nexus
⚙️ 💡Simple Example:
Imagine this scenario:
- You have a Maven project in Jenkins.
- You want to deploy build artifacts to Nexus.
- Maven requires `settings.xml` with Nexus username/password and repository URL.---
✅ Without Config File Provider: 
You would have to manually place `settings.xml` in:
/var/lib/jenkins/.m2/settings.xml
...on every agent or master node.
❌ Risky, error-prone, hard to manage, credentials may leak.
✅ With Config File Provider:
1. You install the **Config File Provider Plugin**.
2. You go to Jenkins:
Manage Jenkins -> Managed Files -> Add a new Config -> Maven Settings.xml
3. Enter your Nexus server details, credentials, repository URLs in this UI and save.
4. In your Jenkins job or pipeline, you inject it like:
groovy
configFileProvider([configFile(fileId: 'nexus-settings-xml-id', targetLocation: 'settings.xml')]) {
                  sh 'mvn deploy --settings settings.xml'
}

💡 Now your job will always use the correct Nexus configuration **without hardcoding or manual placement**.
Summary:
[image: ]
30. To install “Config File Provider” go to Jenkins > Plugins > Available Plugins and install it.
[image: ]
[image: ]
31. After installation “Manage Files” option will be available in Manage Jenkins.
[image: ]
32. Open it and click on “Add Config File”
[image: ]
33. Select Global Maven and add the ID
[image: ]
[image: ]
34. Click on Next and provide Nexus Server credentials as shown.
35. We will be using “maven-release” & “maven-snapshot” from Nexus.
[image: ]
36. We have to take the IDs of both the repositories. Click on “maven-releases”
37. Copy the ID as shown.
[image: ]
38. Come back to Jenkins > Managed Files > New Confg > Add Confg
39. Add credentials. There are 2 ways as shown below.
[image: ]
40. In Option 2 the credentials will be visible. As a best practice we can choose Option 1.
41. Add credentials as shown below and click on Submit button
[image: ]
PRO-TIP

**Maven Release vs. Maven Snapshot (Nexus Repository)**

When you develop Java projects using **Maven**, you create **builds** (packages like `.jar` or `.war`) — and these builds can be of two types:
---
1. Snapshot
- **Meaning: ** A "work in progress" or **under-development** version.
- **Version Naming: ** Ends with `-SNAPSHOT`.  
   👉 Example: `myapp-1.0-SNAPSHOT.jar`
- **Purpose: ** You expect to make changes frequently. Every time you build, the Nexus Repository will **overwrite** the old one.
- **Behavior: ** 
   - Maven and Nexus treat it as "always changing."
   - When you run `mvn deploy`, the same `1.0-SNAPSHOT` version can be uploaded many times.
   - Good for testing, daily development, and early feedback.
---
2. Release
- **Meaning: ** A **final and stable version** ready to be used in production.
- **Version Naming: ** Does **NOT** have `-SNAPSHOT`.  
   👉 Example: `myapp-1.0.jar`
- **Purpose: ** You don't expect changes — it's "frozen."
- **Behavior: **
   - Once deployed to Nexus, **cannot be overwritten** (by default).
   - Used when you are sure the code is tested, stable, and ready for users.
---
💡 **Simple Analogy: **
[image: ]
---
💡 **Summary: **
- Use **Snapshot** while you are still developing or testing.
- Use **Release** when the code is finished, tested, and ready for use.
---
✅ **In Nexus:**
- `Snapshots` are usually stored in a **snapshot repository**.
- `Releases` are stored in a **release repository**.
  
Nexus will not allow you to mix them, and it manages them differently:
- Snapshots can be cleaned up or replaced.
- Releases are permanent and versioned.

42. This is how we need to add the credentials for “Release” & “Snapshot”
[image: ]
43. Now, we have to make some changes in the below GITHub Repository.
https://github.com/jaiswaladi246/Ekart/blob/main/pom.xml
44. For Nexus we have defined the credentials inside Jenkins.
45. But we have to define the Nexus Repository URL in the pom.xml file
[image: ]
46. We have to update the both URLs i.e “maven-release” & “maven-snapshot” as shown above.
47. Remember, we have to “Fork” the Ekart repository to our GitHub account in case if Edit access is not there.

Steps to Fork the GitHub Repository
1. Log in to GitHub
Go to: https://github.com and sign in to your account.
2. Open the Repository
Visit this URL:
👉 https://github.com/jaiswaladi246/Ekart
3. Click Fork
On the top-right of the page, you will see a Fork button. Click it.
4. Choose Your Account
GitHub will ask: Where do you want to fork this repository?
Select your account or organization.
5. Forking Complete!
48. Now, we can see the changes done. This step is completed.
[image: ]
49. Now, lets create our pipeline in Jenkins > New Items
[image: ]
50. Fill in details as shown.
[image: ]
[image: ]
[image: ]
51. Select “Hello World” from the drop down. It will create the basic structure.
52. Now, copy-paste “Stages” 4 times.
53. First Stage will be Git Checkout. Creating local copy of source code in your Jenkins.
54. If you don’t know how to write syntax for Git Checkout then you click on Pipeline Syntax
[image: ]
55. Fill in details as shown
[image: ]
[image: ]
56. Credentials, none selected because we are taking code from Public repository.
57. If it would have been private repository then we need to select credentials.
58. Click on “Generate Pipeline Script” and copy it as shown above.

NOTE: Not all Stages should have same name.
59. Go back to Pipeline stage and paste it as shown for “Git CheckOut”.
[image: ]
[image: ]
NOTE: Whenever we run the pipeline, everything all the stages will run. Due to this “Test” will fail. So to avoid this, we need to define one parameter as shown below.
[image: ]
We need to update Jenkins pipeline to use specific Java to use as shown below.
[image: ]

60. Next stage will be “OWASP” dependency check.
61. We have to define environment before using SonarQube scanner as shown below.
[image: ]
62. Go to Pipeline Syntax Generator and generate code for Sonar-Scanner as shown.
63. We can ignore the error shown in below screenshot.
[image: ]
64. Instead of giving SonarQube credentials, we can define the server name as shown below.
65. This will take care of server and its credentials both.
[image: ]
NOTE: To confirm the server name, we can navigate to Manage Jenkins > Systems > Check Sonar.
66. After completing the above Jenkins file, executed the pipeline but got lots of errors.
67. Complete end to end troubleshooting report is available in the same folder where this document is saved.
68. Now, we will setup OWASP dependency check inside the Jenkinsfile in Jenkins as shown.
69. Add the below shown code after SonarQube Analysis
[image: ]
70. After adding this, we need to use “pipeline syntax”. 
[image: ]
[image: ]
71. Add the below syntax 
[image: ]
72. Add OWASP dependency check publisher from “pipeline syntax” as shown below.
[image: ]
73. We need to add one more line under Dependency check as shown.
[image: ]
74. Now we have to run the “Build”. Make the below shown changes.
75. Add below shown details

76. We have to deploy the application artifact in Nexus Repository, so do as shown below.
77. 
78. We have to install some plugins as shown below.
[image: ]
79. After this plugin “Pipeline Maven Integration Plugin” gets installed then generate syntax.

80. Inside pipeline syntax there will be one option 
81. Continue from here…..
[image: ]
82. MyGlobal Settings is not appearing under “Global Maven Settings Config”

In Jenkins below was the URL defined as Jenkins URL so I changed it. Below Is backup
http://ec2-3-90-185-173.compute-1.amazonaws.com:8080/
83. Some corrections needs to be done as shown below everytime we stop and start EC2 instance
a. Update the Maven Releases and Maven Snapshots URLs in the settings.xml file
Jenkins > Manage Jenkins > Managed Files > settings.xml >Edit file and update URLs
b. Jenkins > Credentials > Global Credentials > Update SonarQube password
c. Login to SonarQube > Administration > Security > Users > Token > Generate pwd.
d. Use the same password and update under Global Credentials > SonarToken.
e. Edit pom.xml file in Github > Update Maven-Releases & Maven-Snapshots URLs.
84. Now, when we run the Pipeline, we will see that the artifact is now uploaded in Maven-Snapshots repository.
85. This happens because in pom.xml file we have defined repo name as Maven-Snapshots.

K8s: Installation, Setup & Configurations
1. We will create 3 separate VMs. 1 Master and 2 Worker Nodes.
2. We will launch EC2 instances with below shown specifications.
[image: ]
[image: ]
[image: ]
[image: ]
[image: ]
NOTE:  K8s is not having compatibility with Ubuntu 24.04 LTS which I used in the above screenshot to create VMs for K8s Master and Worker Node. The installation and setup was failing.

To resolve this issue, I deleted 3 VMs I created using Ubuntu 24.04 LTS and then re-created them using Ubuntu 22.04 LTS and then ran the below shown series of commands in both Master and Worker nodes.
3. Once 3 instances are up and running. Configure them in MobaXterm as shown below.
[image: ]
4. Refer the setup and configure in the previous steps showed at beginning of the document.
5. Run the below commands in all 3 servers Master-K8s Worker-Node-1 & Worker-Node-2
a. sudo apt update
b. Clear screen by running “clear” command
c. Change to “root” user in all 3 servers. Command: sudo su
6. Now, we will first configure K8s Master as well as in Worker Node.
7. Run the below shown command in Sequence.

On Master and Worker Nodes both

sudo apt update
sudo apt-get install docker.io -y
sudo service docker restart
# 1. Create the keyrings directory
8. sudo mkdir -p /etc/apt/keyrings
9. 
10. # 2. Download and store the GPG key
11. curl -fsSL https://pkgs.k8s.io/core:/stable:/v1.29/deb/Release.key | \
12. sudo gpg --dearmor -o /etc/apt/keyrings/kubernetes-apt-keyring.gpg
13. 
14. # 3. Add the Kubernetes apt repository
15. echo "deb [signed-by=/etc/apt/keyrings/kubernetes-apt-keyring.gpg] https://pkgs.k8s.io/core:/stable:/v1.29/deb/ /" | \
16. sudo tee /etc/apt/sources.list.d/kubernetes.list > /dev/null
17. 
18. # 4. Update apt sources
19. sudo apt-get update
20. 
21. # 5. Install kubelet, kubeadm, and kubectl
22. sudo apt-get install -y kubelet kubeadm kubectl
23. 
24. # 6. Prevent them from being upgraded automatically
25. sudo apt-mark hold kubelet kubeadm kubectl

Explanation of Commands:

Absolutely! Let's break down why you run each command during Kubernetes installation — and how it's different for the Master and Worker nodes — using simple explanations and examples.

Goal:
Set up a Kubernetes cluster using kubeadm, with:
· One Master node (control plane)
· One or more Worker nodes

What Each Command Does (for BOTH Master & Worker Nodes)
✅ 1. Create keyring directory
sudo mkdir -p /etc/apt/keyrings
Why: This folder securely stores the key used to verify Kubernetes packages.

✅ 2. Add GPG Key for Kubernetes
curl -fsSL https://pkgs.k8s.io/core:/stable:/v1.29/deb/Release.key | \
sudo gpg --dearmor -o /etc/apt/keyrings/kubernetes-apt-keyring.gpg
Why: This key ensures that the Kubernetes software you're installing is trusted and hasn't been tampered with.

✅ 3. Add Kubernetes APT Repository
echo "deb [signed-by=/etc/apt/keyrings/kubernetes-apt-keyring.gpg] https://pkgs.k8s.io/core:/stable:/v1.29/deb/ /" | \
sudo tee /etc/apt/sources.list.d/kubernetes.list > /dev/null
Why: This tells your system where to find the Kubernetes packages.

✅ 4. Update package index
sudo apt-get update
Why: Refreshes the list of available software from all repositories — including the new Kubernetes repo.

✅ 5. Install Kubernetes Components
sudo apt-get install -y kubelet kubeadm kubectl
Why:
· kubeadm – tool to bootstrap the cluster
· kubelet – runs on every node, talks to the API server
· kubectl – command-line tool to manage the cluster (usually used on the Master node)

✅ 6. Hold packages
sudo apt-mark hold kubelet kubeadm kubectl
Why: Prevents these core packages from being accidentally upgraded, which can break cluster compatibility.

🧠 How It’s Used Differently on Master and Worker Nodes
	Command
	Master Node
	Worker Node

	kubeadm init
	✅ Run this to create the cluster
	❌ Do NOT run on workers

	kubeadm join <token>
	❌ Not needed
	✅ Use this to join the cluster

	kubectl
	✅ Used to manage the cluster
	Optional (usually not used)



🧪 Example
· On Master Node:
· sudo kubeadm init --pod-network-cidr=192.168.0.0/16
Initializes the control plane.
· On Worker Nodes:
· sudo kubeadm join <master-ip>:6443 --token <token> --discovery-token-ca-cert-hash sha256:<hash>
Joins the worker to the Master node.

Explanation of below command

kubeadm init --pod-network-cidr=192.168.0.0/16


Yes, let's break it down in a very simple way.

Command:
kubeadm init --pod-network-cidr=192.168.0.0/16
🔧 What this command does:
This command initializes the Kubernetes Control Plane (a.k.a. Master Node) and prepares the cluster.

Why we run kubeadm init?
It’s like setting up the "brain" of your Kubernetes cluster.
It creates:
· The Kubernetes API Server
· The Scheduler
· The Controller Manager
· Certificates and tokens for cluster authentication
· A Join command for workers to connect to this cluster
Think of it as:
🧠 "Hey Master node, start acting as the boss of a new Kubernetes cluster!"

Why use --pod-network-cidr=192.168.0.0/16?
This option sets the IP address range for Pods in your cluster.
Example:
If your Pods are tiny applications like:
· pod-A (nginx)
· pod-B (mysql)
Then this range (e.g., 192.168.x.x) is how they talk to each other inside the cluster.
You must set this to match your CNI plugin (Container Network Interface) later — for example:
· Calico, Weave, or Flannel expect --pod-network-cidr=192.168.0.0/16

Is this command common to all K8s Master setups?
· Yes, it's commonly used for all master nodes.
· The --pod-network-cidr value may change depending on which network plugin you choose.

In short:
	Part
	Purpose

	kubeadm init
	Creates the Kubernetes Master Node

	--pod-network-cidr=192.168.0.0/16
	Reserves a private IP range for Pods to communicate



Once the above command completes, we will see one command as output as shown below which is highlighted.
[image: ]

Absolutely! Let's break this down into an easy explanation:

🧩 Command:
kubeadm join 172.31.22.152:6443 --token 4pukk7.3hqvvvsm8ol8fxyx \
  --discovery-token-ca-cert-hash sha256:faa862acfa4780098a32601b85488d9ca9044633d2477bf1dabd380eadd737d1

What does this command do?
This command is used to join a Worker Node to the Kubernetes Master (Control Plane).

Think of it like:
You're setting up a team.
· The Master node is the Manager (Boss).
· The Worker node is a New Employee.
· The Join command is like giving the new employee:
· An Access ID (--token)
· The Manager's contact info (172.31.22.152:6443)
· A security fingerprint to verify the Manager is real (--discovery-token-ca-cert-hash)

Breakdown of each part:
	Part
	Meaning

	kubeadm join
	Command used to add a node to the cluster

	172.31.22.152:6443
	IP and port of the Master (Control Plane)

	--token ...
	Temporary token used for authentication

	--discovery-token-ca-cert-hash ...
	Verifies the Master node’s identity for security



In Simple Example:
1. You set up a Kubernetes Master node.
2. You want to add a Worker node.
3. On the Worker node, you run the kubeadm join command.
4. That node will:
· Contact the Master
· Use the token to authenticate
· Verify the Master’s identity using the certificate hash
· Successfully join the cluster

Why the --discovery-token-ca-cert-hash is important?
It protects you from accidentally joining a fake or incorrect Master server.
It's like checking the digital fingerprint of the boss before trusting them.

Final Summary
The kubeadm join command securely connects a worker node to your Kubernetes cluster using a token and a certificate hash, so they can start running workloads managed by the master node.

Now, we need to run the above command in both the Worker Nodes since we have to connect them with Master K8s.

kubeadm join 172.31.22.152:6443 --token 4pukk7.3hqvvvsm8ol8fxyx \
        --discovery-token-ca-cert-hash sha256:faa862acfa4780098a32601b85488d9ca9044633d2477bf1dabd380eadd737d1

So the bottom line is that, if we want any worker node to connect/join master node then we have to run the above kubeadm command i.e. kubeadm join……

Make sure either you are in root or run with sudo command, the above command in worker nodes.
After running the command on Worker nodes, it will display the below messages.


After running command in K8s master, you need to follow the instructions shown.
[image: ]
To start using your cluster, you need to run the following as a regular user:

  mkdir -p $HOME/.kube
  sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config
  sudo chown $(id -u):$(id -g) $HOME/.kube/config

Alternatively, if you are the root user, you can run:

  export KUBECONFIG=/etc/kubernetes/admin.conf

You should now deploy a pod network to the cluster.
Run "kubectl apply -f [podnetwork].yaml" with one of the options listed at: 

https://kubernetes.io/docs/concepts/cluster-administration/addons/

Now, you can join any number of worker nodes by running the following on each as root:

kubeadm join 172.31.27.205:6443 --token zc0w5s.grct9ms8xf3qvxmp \
        --discovery-token-ca-cert-hash sha256:b23766a1a7dc1fe540d7ab67bd0f794e8b5e1cc52670235d5f6630f3c3cc2318

Refer below image:

[image: ]
            Run these commands only on Master K8s only:
a. kubeadm init –pod-network-cidr=192.168.0.0/16
b. mkdir -p $HOME/.kube
c. sudo cp -I /etc/kubernetes/admin.conf $HOME/.kube/config
d. sudo chown $(id -u):$(id -g) $HOME/.kube/config
[image: ]
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Ecurity groups that you add or remove here will be added to or removed from all your network interfaces.

C  Compare security group rules
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v Configure storage info Advanced
x [ 20 s ] GiB [ 9p3 v ] Root volume, 3000 IOPS, Not encrypted
[ (@ Free tier eligible customers can get up to 30 GB of EBS General Purpose (SSD) or Magnetic storage X ]

Add new volume

The selected AMI contains more instance store volumes than the instance allows. Only the first 0 instance store volumes from the AMI will be accessible from the
instance

@ Click refresh to view backup information c
The tags that you assign determine whether the instance will be backed up by any Data Lifecycle Manager policies.

0xFile systems Edit

» Advanced details o

When launching more than 1 instance, consider EC2 Auto Scaling

Software Image (AMI)
Canonical, Ubuntu, 24.04, amds...read more
ami-084568db4383264d4

Virtual server type (instance type)
t2.medium

Firewall (security group)
launch-wizard-4

Storage (volumes)
1 volume(s) - 20 GiB

B2 Preview code
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[bootstrap-token] Configuring bootstrap tokens, cluster-info ConfigMap, RBAC Roles
[bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to get nodes

[bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to post CSRs in order for nodes to get long term certif
icate credentials

[bootstrap-token] Configured RBAC rules to allow the csrapprover controller automatically approve CSRs from a Node Bootstrap T
oken

[bootstrap-token] Configured RBAC rules to allow certificate rotation for all node client certificates in the cluster
[bootstrap-token] Creating the "cluster-info" ConfigMap in the "kube-public" namespace

[kubelet-finalize] Updating "/etc/kubernetes/kubelet.conf" to point to a rotatable kubelet client certificate and key

[addons] Applied essential addon: CoreDNS

[addons] Applied essential addon: kube-proxy

Your Kubernetes control-plane has initialized successfully!
To start using your cluster, you need to run the following as a regular user:
mkdir -p $HOME/.kube
sudo cp -1 /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown & d -u):%(d o) $HOME/.kube/config
Alternatively, if you are the root user, you can run:
export KUBECONFIG=/etc/kubernetes/admin.conf
You should now deploy a pod network to the cluster.

Run "kubectl apply -f [podnetwork].yaml" with one of the options listed at:
https://kubernetes.io/docs/concepts/cluster-administration/addons/

Then you can join any number of worker nodes by running the following on each as root:

sm8o18fxyx
aa862acfa4780098a32601b85488d9ca9044633d2477bf1dabd380eadd737d1

ert-hash sha25
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[bootstrap-token] Configuring bootstrap tokens, cluster-info ConfigMap, RBAC Roles

[bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to get nodes

[bootstrap-token] Configured RBAC rules to allow Node Bootstrap tokens to post CSRs in order for nodes to get long term certif
icate credentials

[bootstrap-token] Configured RBAC rules to allow the csrapprover controller automatically approve CSRs from a Node Bootstrap T
oken

[bootstrap-token] Configured RBAC rules to allow certificate rotation for all node client certificates in the cluster
[bootstrap-token] Creating the "cluster-info" ConfigMap in the "kube-public" namespace

[kubelet-finalize] Updating "/etc/kubernetes/kubelet.conf" to point to a rotatable kubelet client certificate and key

[addons] Applied essential addon: CoreDNS

[addons] Applied essential addon: kube-proxy

Your Kubernetes control-plane has initialized successfully!
To start using your cluster, you need to run the following as a regular user:
mkdir -p $HOME/.kube

sudo cp -1 /etc/kubernetes/admin.conf $HOME/.kube/config
sudo chown & d -u):%(d o) $HOME/.kube/config

Alternatively, if you are the root user, you can run:
export KUBECONFIG=/etc/kubernetes/admin.conf \\J///’

You should now deploy a pod network to the cluster.
Run "kubectl apply -f [podnetwork].yaml" with one of the options listed at:
https://kubernetes.io/docs/concepts/cluster-administration/addons/

Then you can join any number of worker nodes by running the following on each as root:
kubeadm join 172.31.27.205:6443 --token zcOw5s.grct9ms8xf3qvxmp \

--discovery-token-ca-cert-hash sha256:b23766ala7dc1fe540d7ab67bd0f794e8b5e1cc52670235d5f6630F3c3cc2318
ubuntu@ip-172-31-27-205:~$ I
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systemctl restart systemd-logind.service
systemctl restart unattended-upgrades.service
systemctl restart user@1000.service

No containers need to be restarted.
No user sessions are running outdated binaries.

No VM guests are running outdated hypervisor (gemu) binaries on this host.
ubuntu@ip-172-31-27-154:~% sudo apt-mark hold kubelet kubeadm kubectl
kubelet set on hold.

kubeadm set on hold.

kubectl set on hold.

ubuntu@ip-172-31-27-154:~$

ubuntu@ip-172-31-27-154:~$

ubuntu@ip-172-31-27-154:~$

ubuntu@ip-172-31-27-154:~% sudo kubeadm join 172.31.27.205:6443 --token zcOw5s.grct9ms8xf3qvxmp \
--discovery-token-ca-cert-hash sha256:b23766ala7dc1fe540d7ab67bd0f794e8b5e1cc52670235d576630

[preflight] Running pre-flight checks

[preflight] Reading configuration from the cluster..

[preflight] FYI: You can look at this config file with 'kubectl -n kube-system get cm kubeadm-config

[kubelet-start] Writing kubelet configuration to file "/var/lib/kubelet/config.yaml"

[kubelet-start] Writing kubelet environment file with flags to file "/var/lib/kubelet/kubeadm-flags.e

[kubelet-start] Starting the kubelet

[kubelet-start] Waiting for the kubelet to perform the TLS Bootstrap...

This node has joined the cluster:‘\/”//

* Certificate signing request was sent to apiserver and a response was received.
* The Kubelet was informed of the new secure connection details.

Run 'kubectl get nodes' on the control-plane to see this node join the cluster.

ubuntu@ip-172-31-27-154:~$ [
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System information as of Tue May 13 14:40:49 UTC 2025

System load: 0.23 Processes: 130
Usage of /: 19.9% of 19.20GB  Users logged in: (]
Memory usage: 14% IPv4 address for eth®: 172.31.27.205

BETRVEETH 0%

* Ubuntu Pro delivers the most comprehensive open source security and
compliance features.

htt, ubuntu.com/aws

Expanded Security Maintenance for Applications 1is not enabled.
0 updates can be applied immediately.

1 additional security update can be applied with ESM Apps.
Learn more about enabling ESM Apps service at https://ubuntu.com/esm

New release '24.04.2 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

**x System restart required **x

Last login: Tue May 13 10:41:04 2025 from 49.43.241.130
ubuntu@ip-172-31-27-205:~$% ~—
ubuntu@ip-172-31-27-205:~% mkdir -p $HOME/.kube
ubuntu@ip-172-31-27-205:~$ sudo cp -1 /etc/kubernetes/admin.conf $HOME/.kube/config
ubuntu@ip-172-31-27-205:~% sudo chown ©( ¢ -u ) :%( i -0 $HOME/.kube/config \\//’
ubuntu@ip-172-31-27-205:~$%

ubuntu@ip-172-31-27-205:~$%

ubuntu@ip-172-31-27-205:~$ I
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3. 54.227.64 249 (ubuntu) x
® ™ B * Management: https://landscape.canonical.com
* Support: https://ubuntu.com
System as of Thu Apr 3 15:14:58 UTC 2025
System load: 0. Processes: 113
Usage of /: 9.8% of 19.20GB  Users logged in: 0
Memory usage: 5% IPv4 address for eth®: 172.31.16.125
BETRVEETH 0%

* Ubuntu Pro delivers the most comprehensive open source security and
compliance features.

https://ubuntu.com/aws
Expanded Security Maintenance for Applications is not
14 updates can be applied immediately.
7 of these updates are standard security updates.

To see these additional updates run: apt list

Enable ESM Apps to receive additional future security updates.

See https://ubuntu.com/esm or run: sudo pro status

New release '24.04.2 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Thu Apr 3 15:08:01 2025 from 49.43.242.161
To run a command as administrator (user "root"), use "sudo <command>".
Remote monitoring See "man sudo_root" for details.

[] Follow te al folde ubuntu@ip-172-31-16-125:~$ I





image13.png
S s Settin Ma
= * &2

Session  Servers  Tools  Games Sessions  View Split Settings  Help

Terminal S

Quick connect... [%]3. Jenkins

* Management:
* Support:

System information as of

System load: 0.0
Usage of /: 9.8% of 1
-ssh Memory usage: 5%
_bash_history Swap usage: 0%

113
n: 0
or eth0: 172.31.16.125

Full
Pin/unpin this tab

-bash_logout * Ubuntu Pro delivers thdd

.bashrc compliance features.

en source security and

[ Save terminal output
profile het
ps:

s not enabled.
14 updates can be applied immediately.
7 of these updates are standard security updates

To see these additional updates run: apt list --upgradable

Enable ESM Apps to receive additional future security updates

See https://ubuntu.com/esm or run: sudo pro status

New release '24 04 2 | TS' available




image14.png
Tr T2 User sessions

(2% PuTTY sessions

¥ Execute
P BN Nexus B8 Connect as...

BN sonart © Ping host

r_:i Rer]ame .session
' MobaXterm

g Delete session

plicate session

T Save session to file
iy Create a desktop shortcut

[ Save session settings as default presets

© Start local terminal

F= Copy session settings

Find existing session or server name...

Recent sessions

B Nexus Repository N SonarQube BN Jenkins




image15.png
Quick connect...

7r T2 User sessions

EN 3. Jenkins EN 5. SonarQube EN 6. Nexus Repository

(2% PuTTY sessions
! BN 3enkins
-

o Delete session

BN 5003 © Ping host
< fenome sessn MobaXterm
B Duplicate session

[ Save session to file © Start local terminal
iy Create a desktop shortcut

[ Save session settings as default presets

Find existing session or server name...

F= Copy session settings

Recent sessions

B Nexus Repository N SonarQube BN Jenkins




image16.png
Session settings

N Basic SSH settings

SSH  Telnet Rsh  Xdmcp RDP VNC FTP SFTP  Serial

III@@@CC&’@ICQ“«"-

File Shell Browser Mosh Aws S3 WSL

Remote host *|54.227.64.249 Specify username 2

BN Advanced SSH settings Bl Terminal settings ~ %s: Network settings & Bookmark settings

‘A Font settings & Color settings I Expert settings
Backspace sends *H Use Windows PATH Terminal type: m
[JLog terminal output to: ] Paste delay: |A

Syntax highlighting: ‘Standard keywords (OK/warning/error/...)

B Customize

Port





image17.png
QoK

© Cancel





image18.png
* Ubuntu Pro delivers the most comprehensive open source security and
compliance features.

https://ubuntu.com/aws
Expanded Security Maintenance for Applications 1is not enabled.

14 updates can be applied immediately.
7 of these updates are standard security updates.
To see these additional updates run: apt list --upgradable

Enable ESM Apps to receive additional future security updates.

See https://ubuntu.com/esm or run: sudo pro status

New release '24.04.2 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

Last login: Thu Apr 3 17:18:13 2025 from 49.43.242.161
To run a command as administrator (user "root"), use "sudo <command>".
See "man sudo_root" for details.

ubuntu@ip-172-31-16-125:~% java

Command 'java' not found, but can be installed with:

sudo apt install openjdk-11-jre-headless # version 11.0.26+4-1lubuntul~22.04, or
sudo apt install default-jre version 2:1.11-72build2

sudo apt install openjdk-17-jre-headless version 17.0.14+7-1~22.04.1

sudo apt install openjdk-18-jre-headless version 18.0.2+9-2~22.04

sudo apt install openjdk-19-jre-headless version 19.0.2+7-0ubuntu3~22.04

sudo apt install openjdk-21-jre-headless version 21.0.6+7-1~22.04.1

sudo apt install openjdk-8-jre-headless version 8u442-b06~usl-Oubuntul~22.04
ubuntu@ip-172-31-16-125:~$ [

#
#
#
#
#
#
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* Ubuntu Pro delivers the most comprehensive open source security and
compliance features.

https:

ubuntu.com/aws

Expanded Security Maintenance for Applications 1is not enabled.

14 updates can be applied immediately.
7 of these updates are standard security updates.
To see these additional updates run: apt list --upgradable

Enable ESM Apps to receive additional future security updates.

See https://ubuntu.com/esm or run: sudo pro status

New release

Last login: Thu Apr

'24.04.2 LTS' available.
Run 'do-release-upgrade' to upgrade to it.

3 17:18:13 2025 from 49.43.242.161

To run a command as administrator (user "root"), use "sudo <command>".
See "man sudo_root" for details.

ubuntu@ip-172-31-16-125:~$ java

Command 'java' not found, but can be installed with:

sudo
sudo
sudo
sudo
sudo
sudo
sudo

apt
apt
apt
apt
apt
apt
apt

install
install
install
install
install
install
install

openjdk-11-jre-headless
default-jre
openjdk-17-jre-headless
openjdk-18-jre-headless
openjdk-19-jre-headless
openjdk-21-jre-headless
openjdk-8-jre-headless

ubuntu@ip-172-31-16-125:~$%

[T OTRGAT BN VPRI RN R PR M sudo apt install openjdk-18-jre-headless

#

#
#
#
#
#
#

version
version
version
version
version
version
version

11.0.26+4-1ubuntul~22.04, or
2:1.11-72build2
17.0.14+7-1~22.04.1
18.0.2+9-2~22.04
19.0.2+7-0ubuntu3~22.04
21.0.6+7-1~22.04.1
8u442-b06~usl-Oubuntul~22.04
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Adding debian:ISRG_Root_X2.pem

Adding debian:CommScope_Public_Trust_RSA_Root-01.pem

Adding debian:Certum_EC-384_CA.pem

Adding debian:D-TRUST_EV_Root_CA_1_2020.pem

Adding debian:HARICA_TLS_ECC_Root_CA_2021.pem

Adding debian:CommScope_Public_Trust_ECC_Root-02.pem

Adding debian:GTS_Root_R4.pem

Adding debian:emSign_ECC_Root_CA_-_C3.pem

Adding debian:Starfield_Root_Certificate_Authority_-_G2.pem
Adding debian:Comodo_AAA_Services_root.pem

done.

Processing triggers for libc-bin (2.35-Oubuntu3.9) ...
Processing triggers for man-db (2.10.2-1) ...

Processing triggers for ca-certificates (20240203~22.04.1) ...
Updating certificates in /etc/ssl/certs...

0 added, 0 removed; done.

Running hooks in /etc/ca-certificates/update.d...

done.

done.

Scanning processes...

Scanning linux images...

Running kernel seems to be up-to-date.
No services need to be restarted.

No containers need to be restarted.

No user sessions are running outdated binaries.

No VM guests are running outdated hypervisor (gemu) binaries on this host.
ubuntu@ip-172-31-16-125:~$ I




image21.png
> User Documentation Home

User Handbook

® User Handbook Overview

¢ Installing Jenkins

o
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Kubernetes

Linux
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macOS

Windows

Other Systems

WAR file

Other Servlet Containers
Offline Installations
Initial Settings

o Platform Information

® Using Jenkins

® Pipeline

LIouaDEEs UeVeloper Keratons

Watch on (3 YouTube

You need to choose either the Jenkins Long Term Support release or the Jenkins weekly release.

Long Term Support release

A LTS (Long-Term Support) release is chosen every 12 weeks from the stream of regular releases as the stable release

for that time period. It can be installed from the debian-stable apt repository.

sudo wget -0 /usr/share/keyrings/jenkins-keyring.asc \
https://pkg.jenkins.io/debian-stable/jenkins.io-2023.key

echo "deb [signed-by=/usr/share/keyrings/jenkins-keyring.asc]" \
https://pkg.jenkins.io/debian-stable binary/ | sudo tee \
/etc/apt/sources.list.d/jenkins.list > /dev/null

sudo apt-get update

sudo apt-get install jenkins
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Need to get 95.0 MB of archives.

After this operation, 97.6 MB of additional disk space will be used.

Do you want to continue? [Y/n] y

Get:1 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy/main amd64 net-tools amd64 1.60+git20181103.0eebece-1lubuntu5 [204 k
B]

Get:2 https://pkg.jenkins.io/debian-stable binary/ jenkins 2.492.3 [94.8 MB]
Fetched 95.0 MB in 1min 6s (1442 kB/s)

Selecting previously unselected package net-tools.

(Reading database ... 66941 files and directories currently installed.)

Preparing to unpack .../net-tools_1.60+git20181103.0eebece-lubuntu5_amd64.deb ...
Unpacking net-tools (1.60+git20181103.0eebece-1lubuntu5) ...

Selecting previously unselected package jenkins.

Preparing to unpack .../jenkins_2.492.3_all.deb ...

Unpacking jenkins (2.492.3) ...

Setting up net-tools (1.60+git20181103.0eebece-1lubuntu5) ...

Setting up jenkins (2.492.3) ...

Created symlink /etc/systemd/system/multi-user.target.wants/jenkins.service » /lib/systemd/system/jenkins.service.
Could not execute systemctl: at /usr/bin/deb-systemd-invoke line 142.

Processing triggers for man-db (2.10.2-1) ...

Scanning processes...

Scanning linux images...

Running kernel seems to be up-to-date.

No services need to be restarted.

No containers need to be restarted.

No user sessions are running outdated binaries.

No VM guests are running outdated hypervisor (gemu) binaries on this host.

ubuntu@ip-172-31-16-125:~$%
ubuntu@ip-172-31-16-125:~$ i
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Executing: /lib/systemd/systemd-sysv-install enable jenkins

ubuntu@ip-172-31-16-125:~% sudo systemctl start jenkins

Job for jenkins.service - 1 because the control process exited with =/ 1o code.

See "systemctl status jenkins.service" and "journalctl -xeu jenkins.service" for details.
ubuntu@ip-172-31-16-125:~% sudo systemctl restart jenkins

Job for jenkins.service - 1o because the control process exited with =/ 1o code.

See "systemctl status jenkins.service" and "journalctl -xeu jenkins.service" for details.
ubuntu@ip-172-31-16-125:~% sudo systemctl restart jenkins

Job for jenkins.service - 1o because the control process exited with =/ 1o code.

See "systemctl status jenkins.service" and "journalctl -xeu jenkins.service" for details.
ubuntu@ip-172-31-16-125:~% sudo nano /etc/default/jenkins

Wbuntu@lp—172—31—16—125:~$ journalctl -xeu jenkins.service

A start job for unit jenkins.service has begun execution.

The job identifier is 5674.
Apr 04 08:51:18 ip-172-31-16-125 jenkins[9607]: Running with Java 18 from /usr/lib/jvm/java-18-openjdk-amd64, which is not fuf}
Apr 04 08:51:18 ip-172-31-16-125 jenkins[9607]: i i e-future-java flag to bypass this crror.
Apr 04 08:51:18 ip-172-31-16-125 jenkins[9607]:
Apr 04 08:51:18 ip-172-31-16-125 jenkins[9607]: See https: enkins.lo/redirect/java-support/ for more information.
Apr 04 08:51:18 ip-172-31-16-125 systemd[1]: jenkins.service: Main process exited, code=exited, status=1/FAILURE

Subject: Unit process exited

Defined-By: systemd

Support: http://www.ubuntu.com/support

An ExecStart= process belonging to unit jenkins.service has exited.
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ubuntu@ip-172-31-16-125:~$ which java
/usr/bin/java
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ubuntu@ip-172-31-16-125:~$ 1s -1 /usr/bin/java

lrwxrwxrwx 1 root root 22 Apr 3 17:23 /usr/bin/java -> /etc/alternatives/java

ubuntu@ip-172-31-16-125:~% 1s -1 /etc/alternatives/java

lrwxrwxrwx 1 root root 43 Apr 3 17:23 /etc/alternatives/java -> /usr/lib/jvm/java-18-openjdk-amd64/bin/java
ubuntu@ip-172-31-16-125:~% 1s /usr/lib/jvm/

java-1.18.0-openjdk-amd64 java-18-openjdk-amd64
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java-1.18.0-openjdk-amd64 java-18-openjdk-amd64
ubuntu@ip-172-31-16-125:~$ pwd

/home/ubuntu

ubuntu@ip-172-31-16-125:~% cd /usr/lib/jvm/
ubuntu@ip-172-31-16-125:/usr/lib/jvm$ 1s -1tr

total 4

lrwxrwxrwx 1 root root 21 Jul 22 2022 java-1.18.0-openjdk-amd64 -> java-18-openjdk-amd64
drwxr-xr-x 7 root root 4096 Apr 3 17:23 java-18-openjdk-amd64
ubuntu@ip-172-31-16-125:/usr/1ib/jvm$
ubuntu@ip-172-31-16-125:/usr/1ib/jvm$
ubuntu@ip-172-31-16-125:/usr/l1ib/jvm$ cd /home/ubuntu/
ubuntu@ip-172-31-16-125:~$ 1s -ltr

total 0

ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$ sudo rm -rf /usr/lib/jvm/java-18-openjdk-amd64
ubuntu@ip-172-31-16-125:~% 1s /usr/lib/jvm/

java-1.18.0-openjdk-amd64

ubuntu@ip-172-31-16-125:~$%
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ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$ sudo rm -rf /usr/lib/jvm/java-18-openjdk-amd64
ubuntu@ip-172-31-16-125:~% 1s /usr/lib/jvm/

java-1.18.0-openjdk-amd64

ubuntu@ip-172-31-16-125:~$%
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ubuntu@ip—172—31—16—125:~$ sudo apt updafe
Hit:1 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy InRelease
Get:2 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates InRelease [128 kB]

Get:3 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-backports InRelease [127 kB]

Get:4 http://security.ubuntu.com/ubuntu jammy-security InRelease [129 kB]

Ign:5 https://pkg.jenkins.io/debian-stable binary/ InRelease

Hit:6 https://pkg.jenkins.io/debian-stable binary/ Release

Get:7 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 Packages [2461 kB]
Get:8 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/universe amd64 Packages [1198 kB]

Fetched 4043 kB in 1s (4367 kB/s)

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

A1l packages are up to date.

ubuntu@ip-172-31-16-125:~% sudo apt install openjdk-17-jdk

Reading package lists... Done
Building dependency tree... Done
Reading state information... Done

The following additional packages will be installed:
adwaita-icon-theme at-spi2-core dconf-gsettings-backend dconf-service fontconfig fonts-dejavu-extra
gsettings-desktop-schemas gtk-update-icon-cache hicolor-icon-theme humanity-icon-theme libatk-bridge2.0-0
libatk-wrapper-java libatk-wrapper-java-jni libatk1.0-0 libatkl.0-data libatspi2.0-0 libcairo-gobject2 libcairo2
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ubuntu@ip-172-31-16-125:~$ java -version

openjdk version "17.0.14" 2025-01-21

OpenJDK Runtime Environment (build 17.0.14+7-Ubuntu-122.04.1)

OpenJDK 64-Bit Server VM (build 17.0.14+7-Ubuntu-122.04.1, mixed mode, sharing)
ubuntu@ip-172-31-16-125:~$%
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ubuntu@ip-172-31-16-125:~% sudo systemctl enable jenkins

Synchronizing state of jenkins.service with SysV service script with /lib/systemd/systemd-sysv-install.
Executing: /lib/systemd/systemd-sysv-install enable jenkins

ubuntu@ip-172-31-16-125:~% sudo systemctl start jenkins

ubuntu@ip-172-31-16-125:~% sudo systemctl status jenkins

® jenkins.service - Jenkins Continuous Integration Server

loaded (/11ib/systemd/system/jenkins.service; enabled; vendor preset: enabled)

active (running) since Sun 2025-04-06 11:25:57 UTC; 24s ago

[IELELH
Active:
Main PID:
Tasks:
Memory:
CPU:
CGroup:

Apr 06 11:25:
Apr 06 11:25:
Apr 06 11:25:
Apr 06 11:25:
:54 ip-172-31-16-125
Apr 06 11:25:
Apr 06 11:25:
Apr 06 11:25:
Apr 06 11:25:
Apr 06 11:25:

Apr 06 11:25

3220 (java)

50 (limit: 4674)
634.6M

16.459s

/system.slice/jenkins.service
L3220 /usr/bin/java -Djava.awt.headless=true -jar /usr/share/java/jenkins.war --webroot=/var/cache/jenkins/war §

54 ip-172-31-16-125
54 ip-172-31-16-125
54 ip-172-31-16-125
54 ip-172-31-16-125

57 ip-172-31-16-125
57 ip-172-31-16-125
57 ip-172-31-16-125
57 ip-172-31-16-125
57 ip-172-31-16-125

ubuntu@ip-172-31-16-125:~$%
ubuntu@ip-172-31-16-125:~$%
ubuntu@ip-172-31-16-125:~$%
ubuntu@ip-172-31-16-125:~$ i

jenkins[3220]:
jenkins[3220]:
jenkins[3220]:
jenkins[3220]:
jenkins[3220]:
jenkins[3220]:
jenkins[3220]:

2c440297e7fa43858ece20926e61c4b7

This may also be found at: /var/lib/jenkins/secrets/initialAdminPassword
KKK KKKAKAKAKKR KK KK AR A KA KK KK AR AKA KA KA KK AR AR A KA KKK AR AR KA KA A A

KKK KKKAKAKAKKR KK KK AR A KA KK KK AR AKA KA KA KK AR AR A KA KKK AR AR KA KA A A
KKK KKKAKAKAKKR KK KK AR A KA KK KK AR AKA KA KA KK AR AR A KA KKK AR AR KA KA A A
2025-04-06 11 57.459+0000 [1d=30] INFO jenkins.InitReactorRu¥
2025-04-06 11:25:57.476+0000 [i1d=23] INFO hudson.lifecycle.Lifeg

systemd[ 1]: Started Jenkins Continuous Integration Server.

jenkins[3220]:
jenkins[3220]:

2025-04-06 11
2025-04-06 11:

57.569+0000 [1d=48] INFO h.m.DownloadService$l
:57.570+0000 [1d=48] INFO hudson.util.Retrier#s|
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Getting Started

Unlock Jenkins

To ensure Jenkins is securely set up by the administrator, a password has been written to

the log (not sure where to find it?) and this file on the server:

/var/lib/jenkins/secrets/initialAdminPassword

Please copy the password from either location and paste it below.

Administrator password

[
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ubuntu@ip-172-31-16-125:~$ sudo cat /var/lib/jenkins/secrets/initialAdminPassword
2c440297e7ta43858ece20926e61c4b7

ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$%

ubuntu@ip-172-31-16-125:~$ i





image34.png
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Unlock Jenkins

To ensure Jenkins is securely set up by the administrator, a password has been written to
the log (not sure where to find it?) and this file on the server:

/var/lib/jenkins/secrets/initialAdminPassword

Please copy the password from either location and paste it below.

Administrator password
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Customize Jenkins

Plugins extend Jenkins with additional features to support many different needs.

Install suggested Select plugins to
plugins install

Install plugins the Jenkins Select and install plugins most
community finds most useful. suitable for your needs.

Jenkins 2.492.3

L
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Create First Admin User

Username

Password

Confirm password

Jenkins 2.492.3 Skip and continue as admin Save and Continue
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Create First Admin User

Username

projone

Password

Confirm password

Jenkins 2.492.3 Skip and continue as admin Save and Continue
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E-mail address

sharath.natram@gma

o Invalid e-mail address

v

Jenkins 2.492.3 Skip and continue as admin Save and Continue
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Instance Configuration

Jenkins URL:

73.compute-1.amazonaws.col

The Jenkins URL is used to provide the root URL for absolute links to various Jenkins resources. That means this value is required for proper
operation of many Jenkins features including email notifications, PR status updates, and the BUILD_URL environment variable provided to build
steps.

The proposed default value shown is not saved yet and is generated from the current request, if possible. The best practice is to set this value to

the URL that users are expected to use. This will avoid confusion when sharing or viewing links.
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Jenkins is ready!

Your Jenkins setup is complete.

Start using Jenkins

Jenkins 2.492.3
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ubuntu@ip-172-31-29-54:~$ sudo apt update

Hit:1 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy InRelease

Get:2 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates InRelease [128 kB]

Get:3 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-backports InRelease [127 kB]

Get:4 http://security.ubuntu.com/ubuntu jammy-security InRelease [129 kB]

Get:5 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 Packages [2461 kB]

Get:6 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main Translation-en [404 kB]

Get:7 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/restricted amd64 Packages [3259 kB]
Get:8 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/restricted Translation-en [577 kB]
Get:9 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/universe amd64 Packages [1198 kB]

Get:10 http://security.ubuntu.com/ubuntu jammy-security/main amd64 Packages [2212 kB]

Get:11 http://security.ubuntu.com/ubuntu jammy-security/main Translation-en [340 kB]

Get:12 http://security.ubuntu.com/ubuntu jammy-security/restricted amd64 Packages [3127 kB]
Get:13 http://security.ubuntu.com/ubuntu jammy-security/restricted Translation-en [556 kB]
Fetched 14.5 MB in 3s (4852 kB/s)

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

14 packages can be upgraded. Run 'apt list --upgradable' to see them.
ubuntu@ip-172-31-29-54:~$

ubuntu@ip-172-31-29-54:~$

ubuntu@ip-172-31-29-54:~3 I
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ubuntu@ip-172-31-29-54:~$ N
ubuntu@ip-172-31-29-54:~$

ubuntu@ip-172-31-29-54:~$ sudo apt install docker.iol
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ubuntu@ip-172-31-29-54:~$ sudo docker run -d -p 9000:9000 sonarqube:lts-community
Unable to find image 'sonarqube:lts-community' locally

lts-community: Pulling from library/sonarqube

9cb31e2e37ea: Pull complete

13876c96bdc5: Pull complete

25fdfc9faee8: Pull complete

b682cc54ed35: Pull complete

4615ed3a3407: Pull complete

c2ele3bdd7bc: Pull complete

b2dceOce5cad: Pull complete

4f4fb700ef54: Pull complete

Digest: sha256:95b1826b68e606678882148e28c01c70dcOefe464a0d0c568570b17eedf1a9t9
Status: Downloaded newer image for sonarqube:lts-community
8379385c3d4dcfd8ea24771313159fda63bach2d0d39549e06efc2c21e31f659
ubuntu@ip-172-31-29-54:~$ I
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ubuntu@ip-172-31-29-54:~% sudo docker ps

CONTAINER ID  IMAGE COMMAND CREATED STATUS PORTS
NAMES
8379385c3d4d sonarqube:lts-community "/opt/sonarqube/dock.." 2 minutes ago Up 2 minutes 0.0.0.0:9000->9000/tcp, :::90

00->9000/tcp  inspiring_golick
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> C A\ Not secure  ec2-18-215-151-49.compute-1.amazonaws.com:9000/sessions/new?return_to=%2F

Log in to SonarQube

‘ Login ‘

Password

Cancel
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Log in to SonarQube

admin
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Update your password

This account should not use the default password.

Enter a new password

All fields marked with * are required

Old Password *
New Password *

Confirm Password *
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@ There's a new version of SonarQube available. Upgrade to the latest active version to access new updates and features.

sonarqube Issues Profiles  Qu.

Administrati

How do you want to create your project?

Do you want to benefit from all of SonarQube's features (like repository import and Pull Request decoration)? Create your project from your favorite DevOps platform.
First, you need to set up a DevOps platform configuration.

J o o O v

From Azure DevOps From Bitbucket Server From Bitbucket Cloud From GitHub From GitLab

Set up global configuration Set up global configuration Set up global configuration Set up global configuration Set up global configuration

Are you just testing or have an advanced use-case? Create a project manually.
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ubuntu@ip-172-31-25-206:~$ sudo apt update

Hit:
Get:

1 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy InRelease
2 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates InRelease [128 kB]

Get:3 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-backports InRelease [127 kB]

Get:4 http://security.ubuntu.com/ubuntu jammy-security InRelease [129 kB]

Get:5 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 Packages [2461 kB]
Get:6 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main Translation-en [404 kB]

Get:7 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/restricted amd64 Packages [3259 kB]
Get:8 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/restricted Translation-en [577 kB]
Get:9 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/universe amd64 Packages [1198 kB]
Get:10 htt security.ubuntu.com/ubuntu jammy-security/main amd64 Packages [2212 kB]

Get:11 htt security.ubuntu.com/ubuntu jammy-security/main Translation-en [340 kB]

Get:12 htt security.ubuntu.com/ubuntu jammy-security/restricted amd64 Packages [3127 kB]

Get:13 htt security.ubuntu.com/ubuntu jammy-security/restricted Translation-en [556 kB]

Get:14 http://security.ubuntu.com/ubuntu jammy-security/universe amd64 Packages [970 kB]

Fetched 15.5 MB in 17s (899 kB/s)

Reading package lists... Done

Building dependency tree... Done

Reading state information... Done

25 packages can be upgraded. Run 'apt list --upgradable' to see them.
ubuntu@ip-172-31-25-206:~$%

ubuntu@ip-172-31-25-206:~$ sudo su
root@ip-172-31-25-206:/home/ubuntu#
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root@ip-172-31-25-206:/home/ubuntu#
root@ip-172-31-25-206:/home/ubuntu# apt install docker.io

Reading package lists... Done
Building dependency tree... Done
Reading state information... Done

The following additional packages will be installed:
bridge-utils containerd dns-root-data dnsmasq-base pigz runc ubuntu-fan
Suggested packages:
ifupdown aufs-tools cgroupfs-mount | cgroup-lite debootstrap docker-buildx docker-compose-v2 docker-doc rinse zfs-fuse
| zfsutils
The following NEW packages will be installed:
bridge-utils containerd dns-root-data dnsmasq-base docker.io pigz runc ubuntu-fan
0 upgraded, 8 newly installed, 0 to remove and 25 not upgraded.
Need to get 78.7 MB of archives.
After this operation, 301 MB of additional disk space will be used.
Do you want to continue? [Y/n] y
Get:1 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy/universe amd64 pigz amdé4 2.6-1 [63.6 kB]
Get:2 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy/main amd64 bridge-utils amd64 1.7-1lubuntu3 [34.4 kB]
Get:3 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 runc amd64 1.1.12-Oubuntu2~22.04.1 [8405 kB]
Get:4 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 containerd amd64 1.7.24-Oubuntul~22.04.2 [37.3 M
B]
Get:5 http://us-east-1.ec2.archive.ubuntu.com/ubuntu jammy-updates/main amd64 dns-root-data all 2024071801~ubuntu0.22.04.1 [61
32 B]
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ubuntu@ip-172-31-25-206:~$% sudo su

root@ip-172-31-25-206:/home/ubuntu# docker run -d -p 8081:8081 sonatype/nexus3
Unable to find image 'sonatype/nexus3:latest' locally

latest: Pulling from sonatype/nexus3

9d561c17444a: Pull complete

adc97f92dbce: Pull complete

339c432f5a04: Pull complete

5fda89fc1915: Pull complete

€698b1cd933f: Pull complete

806b34293d20: Pull complete

7eb880b2ag8b8: Pull complete

Digest: sha256:3577d274ed3792d62d4444d61416c2e599378e1324835fe56435369c979a2cee
Status: Downloaded newer image for sonatype/nexus3:latest
6405c53a14348b52676c282b5d7201487b9c0Odccfff1b53546c26€63156372c2
root@ip-172-31-25-206:/home/ubuntu#

root@ip-172-31-25-206:/home/ubuntu# I
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root@ip-172-31-25-206:/home/ubuntu# docker ps

CONTAINER ID
NAMES

6405c53a1434 sonatype/nexus3 "/opt/sonatype/nexus.."

/tcp  loving_pare

root@ip-172-31-25-206:/home/ubuntu# I

IMAGE COMMAND CREATED STATUS PORTS

2 minutes ago Up 2 minutes 0.0.0.0:8081->8081/tcp, :::8081->8081
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root@ip-172-31-25-206:/home/ubuntu#

root@ip-172-31-25-206:/home/ubuntu#

root@ip-172-31-25-206:/home/ubuntu#

root@ip-172-31-25-206:/home/ubuntu# docker exec -it 6405c53a1434 /bin/bash
bash-5.1%

bash-5.1% I
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drwxr-xr-x 2 nexus nexus 4096 Apr 1 15:27 sonatype-work

-rwxr-xr-x 1 root root 56 Apr 1 15:27 start-nexus-repository-manager.sh
bash-5.1$ cd sonatype-work/

bash-5.1% 1s -1ltr

total 0

lrwxrwxrwx 1 root root 11 Apr 1 15:27 nexus3 -> /nexus-data

bash-5.1% cd nexus3

bash-5.1% 1s -1ltr

total 40

-rw-r--r-- 1 nexus nexus 0 Mar 28 20:47 clean_cache
drwxr-xr-x 3 nexus nexus 4096 Apr 7 14:06 javaprefs
drwxr-xr-x 4 nexus nexus 4096 Apr 7 14:06 etc

drwxr-xr-x 2 nexus nexus 4096 Apr 7 14:06 restore-from-backup
drwxr-xr-x 2 nexus nexus 4096 Apr 7 14:06 db

drwxr-xr-x 3 nexus nexus 4096 Apr 7 14:06 keystores
-rw-r--r-- 1 nexus nexus 36 Apr 7 14:06
drwxr-xr-x 3 nexus nexus 4096 Apr 7 14:06 blobs
drwxr-xr-x 3 nexus nexus 4096 Apr 7 14:06 elasticsearch
drwxr-xr-x 4 nexus nexus 4096 Apr 7 14:06 log

drwxr-xr-x 6 nexus nexus 4096 Apr 7 14:07 tmp

bash-5.1%

bash-5.1%

bash-5.1$ pwd

/opt/sonatype/sonatype-work/nexus3 ‘
bash-5.1% I
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bash-5.1$ pwd
/opt/sonatype/sonatype-work/nexus3

bash-5.1$ cat admin.password
bd938047-1380-4414-b342-cb2723b7af49bash-5.1$
bash-5.1%

bash-5.1%

bash-5.1%

bash-5.1% I
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Trwxrwxrwx 1
bash-5.1$ cd
bash-5.1% 1s
total 40

-rw-r--r--
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drwxr-xr-x
drwxr-xr-x
-rw-r--r--
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drwxr-xr-x
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root root 11 Apr
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nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus

nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus
nexus

bash-5.1$ cat admin.password

5fca20a9-dc8f-45c5-8602-4a82c3145c1dbash-5.
/opt/sonatype/sonatype-work/nexus3

bash-5.1$ [

1 15:27 nexus3 -> /nexus-data

Mar
Apr
Apr
Apr
Apr
Apr
Apr
Apr
Apr
Apr
Apr

clean_cache
javaprefs

etc
restore-from-backup
db

keystores
admin.password
blobs
elasticsearch
log

tmp

1$ pwd
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