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ABSTRACT
Numerous studies in social psychology have shown that familiar-
ization across repeated interactions improves people’s perception
of the other. If and how these findings relate to human-robot inter-
action (HRI) is not well understood, even though such knowledge
is crucial when pursuing long-term interactions. In our work, we
investigate the persistence of first impressions by asking 49 partici-
pants to play a geography game with a robot. Wemeasure how their
perception of the robot changes over three sessions with three to ten
days of zero exposure in between. Our results show that different
perceptual dimensions stabilize within different time frames, with
the robot’s competence being the fastest to stabilize and perceived
threat the most fluctuating over time. We also found evidence that
perceptual differences between robots with varying levels of hu-
manlikeness persist across repeated interactions. This study has
important implications for HRI design as it sheds new light on the
influence of robots’ embodiment and interaction abilities. Moreover,
it also impacts HRI theory as it presents novel findings contributing
to research on the uncanny valley and robot perception in general.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
Natural language interfaces; • Computer systems organization
→ Robotics; • Computing methodologies→ Intelligent agents.
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1 INTRODUCTION
When we meet someone for the first time, a few milliseconds are
sufficient to decide whether that person constitutes a threat, is to
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be trusted or even a potential mate [4][6][57], and a few minutes of
conversation are enough to set the ground for the future relation-
ship [27][56]. The mere repeated exposure to a person increases
our positive perception [59] and, unless we develop interpersonal
conflicts, become bored or disgusted, the more we become familiar
with someone, the more our relationship strengthens [21].

When we meet a robot for the first time, we are able to develop a
coherent mental model of it within twominutes [47]. The robot’s ap-
pearance, but also previous exposure to robots in movies, shape our
expectations towards its interactive capabilities [15][17][24][25].
In previous work, we highlighted the value of allowing people to
interact with a robot before measuring their perception of it [44].
We found that even an interaction of a few minutes improved peo-
ple’s perception of a robot on dimensions like anthropomorphism
or likability. Other researchers investigated the effect of interaction
time on the perception of a robot and found the perceived warmth
of a robot to decrease after giving people the possibility to inter-
act with it for several minutes [10], but also that positively toned
interactions could improve a robot’s likability over time [60].

While some long-term studies have addressed changes in peo-
ple’s perception of a robot over time, they were mostly conducted
in the wild without any control over the number and type of inter-
actions participants had with the robot [16][17][18]. In contrast to
these studies, our work investigates repeated interactions under very
controlled conditions, thus allowing to answer the question of whether
first impressions could predict long-term perceptions of robots. This
knowledge is very relevant to the Human-Robot Interaction (HRI)
community, since most researchers envision robots to be eventually

Figure 1: A participant playing a geographic literacy game
with the blended embodiment Furhat.
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present and repeatedly used in our everyday life. If findings from
social psychology extend to social robots, familiarization through
repeated interactions alone should be sufficient to improve people’s
perception of a robot and strengthen their relationship with it. This
means that conclusions we draw from research on first impressions
of robots may not be transferable to long-term interactions.

In this paper, we present a study aimed at investigating the effect
of repeated interactions with three to ten days of zero exposure in
between on the perception of a robot. We designed a collaborative
human-robot game scenario focused on promoting geographic lit-
eracy (cf. Fig. 1). Participants were asked to play the game with the
blended embodiment Furhat [3] in three different sessions. As a
robot’s anthropomorphism is a major influencing factor for the for-
mation of a mental model, we varied the humanlikeness of Furhat
between subjects by creating three different facial textures repre-
senting different levels of humanlikeness. Measuring participants’
perceived anthropomorphism, competence, likability, warmth, threat
and discomfort with the robot at different times throughout the
three interaction sessions allowed us to understand the effect of
(i) game interaction and (ii) repeated interactions on people’s per-
ception of a robot, and the effect of (iii) zero exposure periods on
participants’ ability to recall such perception over time.

2 RELATEDWORK
First Impressions and Their Persistence
In zero acquaintance contexts, situations in which we are confronted
with previously unknown persons, we make judgements within a
few milliseconds. We need just about 39 ms of exposure to decide
if another person is a threat [6] and 100 ms to judge someone’s
attractiveness, likability, trustworthiness, competence, and aggres-
siveness [57]. Even personality traits can be inferred from appear-
ance [40]. These rapid judgements are based on “shared stereotypes
about particular physical appearance characteristics” [4]. However,
someone’s personality can also be judged from listening to short
voice samples [36].

According to Wood, first impressions do not only refer to milli-
second-long encounters, but to any impression “that ismade quickly,
usually within 5 minutes from meeting someone for the first time”
[58]. Another term used for such multimodal encounters is thin
slice impressions [5]. Ambady et al. showed how accurate people
can be in judging someone’s internal state, personality, interaction
motives and social relations from first impressions [5]. In general,
traits that can be inferred from behavior, like extroversion, are as-
sessed more accurately than less observable traits like openness
[58]. The accuracy of judgements generally increases with repeated
exposures. However, positive perceptions usually require longer
exposure times, while negative ones can be accurately judged after
5 s of exposure [12].

The (Dis)Advantage of Familiarization
Overall, first impressions have shown to correctly predict the de-
velopment of interpersonal relationships [27][56]. However, the
mental models derived from first impressions can change over time
if novel or unexpected information is received [5]. In social psychol-
ogy, the question of whether familiarizing with someone through
repeated interactions will lead to negative or positive perceptions

is still unanswered. In 1968, Zajonc introduced the mere exposure
effect, which suggests that repeated exposures to a stimulus will
enhance people’s attitude towards it [59]. Twenty years later, a
meta-analysis by Bornstein found overwhelming evidence for a
positive exposure-affect relationship [11]. Empirical evidence sug-
gests that affect is usually at its highest after 10 to 20 exposures,
and that a delay between exposures can result in a stronger raise
of affective rating [11]. One explanation of this effect is reduced
uncertainty which in turn leads to positive affect [30].

While the evidence regarding the exposure effect is rarely de-
bated, skepticism is high when it comes to the influence of repeated
interactions. Multiple empirical and theoretical evidence point to-
wards an increase in affect when becoming familiar with someone.
Since most social encounters are positive, an increased number of
social encounters should lead to higher emotional reward (condi-
tioning) and more possibilities to gain favorable impressions [50].
In addition, repeated interactions reduce uncertainty and increase
perceptual fluidity [50], which is generally linked with an increase
in affect [49]. Finkel et al. suggests, however, that familiarity un-
dermines attraction if the target person becomes unappealing, the
context more competitive, if boredom increases, or interpersonal
conflict arises [21]. Familiarization does not only reduce uncer-
tainty, but also leads to habituation. Dijksterhuis and Smith found
that affective reactions towards extreme stimuli decreased with
repeated encounters regardless of the positive or negative nature
of the stimulus [19]. In the field of Human-Computer Interaction,
this habituation is known as the novelty effect, a decrease in the
engagement with a stimulus after its initial novelty has worn off.

Liking and Engaging with Robots
Human-Robot relationships are complex and research on the likabil-
ity and engagement with robots is not conclusive yet. Appearance
is one factor that has been identified as crucial to promote likability
and engagement of a robot and to predict people’s approach to
talking to and working with it [24][34]. In 1970, Masahiro Mori
proposed the theory that people feel more familiar with humanlike
robots. However, once a robot reaches a critical point of extreme
but not complete humanlikeness, people develop uncanny feelings
[38]. In their review of the so-called uncanny valley effect, Kätsyri
et al. found most evidence for the perceptual mismatch theory [28].
According to this theory, negative perceptions increase if inconsis-
tencies in the robot’s level of anthropomorphism exist. Bartneck et
al., however, pointed out that the perception of the uncanny valley
might depend on more dimensions than humanlikeness alone [8].

While creating an initial engagement with robots is often easy
due to the novelty effect [54], keeping engagement over a longer pe-
riod of time has shown to be difficult, mostly because users become
bored by the robot’s narrow or repetitive interaction capabilities
[33]. Even if embodiment cues are consistent, an anthropomorphic
appearance may lead to deception or even rejection of the robot, as
it sets high expectations on the robot’s capabilities, which might
not be met in the actual interaction [15][17]. Initial expectations
towards robots are often “science-fiction-movie-character-like, and
do not resemble those developed in laboratories” [25]. Horstmann
and Krämer thus highlight the importance of contact with robots
to reduce the fear elicited by “bad” fictional representations [26].
When it comes to designing such contacts, it has been shown that
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the number of modalities of a virtual agent can positively impact
its perceived believability, warmth and competence [41]. Mattar
and Wachsmuth suggested that the inclusion of personal topics
in human-agent conversations might have a positive impact on
the construction of interpersonal relationships [35], although self-
disclosure is not sufficient to increase a robot’s likability [20].

Familiarization with Robots
In comparison to the amount of research dedicated to first impres-
sions of robots, long-term investigations are still comparably sparse.
If existent, research has mostly focused on relationship-maintaining
behaviors and adaptation when it comes to task performance and
engagement in long-term scenarios (see [33] for a survey). For ex-
ample, emotional [39] and empathetic behavior [32], as well as
personalization [31] and adaptation [1] have been shown to have
a positive influence on people’s relationship with a robot. Lack of
enjoyment and utility or concerns regarding the robot’s intelligence
were found to be important factors behind people’s refusal to use
a robot after a short period of time [18], whereas perceived adapt-
ability and sociability were crucial to determine continuous use
and adoption [18]. Kertesz and Turunen reported lack of interactive
capabilities and autonomy to be important motives to discontinue
using a self-purchased AIBO robot [29].

Research studying the influence of repeated interactions on
human-robot relationship comes to conflicting conclusions. While
some found an indication for decreased engagement due to familiar-
ization [52], others reported an increase in social engagement [2]
and time spent with the robot [22]. De Graaf et al. found indications
for what they reported to be a mere exposure effect with increased
rating of users interacting with personal robots for several months
[16][17]. While the robot and its behavior remained constant, due
to the nature of the study, judging the impact of the number and
type of interaction with the robot on people’s attitude is difficult.

To our knowledge, only a few empirical studies have specifically
investigated whether the first impression of a robot persist after
longer interactions. Bergmann et al. found that a robot’s warmth
decreased between a first impression (15 s) and a longer multimodal
interaction with it [10]. The mental model of the robot’s compe-
tence, however, was persistent. Stubbs et al. reported employees’
perception of the anthropomorphism of a robot installed in their
museum to increase over several months of exposure, while the
perceived competence fluctuated over time [55]. Złotowski et al. did
not find evidence for a mere exposure effect in HRI, but suggested
that “a positively toned interaction” is required to increase likability.
They also reported that uncanny robots could not recover from ini-
tial uncanny feelings even after a positively toned interaction [60].
Haring et al. [23] found people’s perception of a robot to change
from their first impression to after their first interaction, but to be
persistent afterwards. In a previous study, we investigated whether
first impressions persisted when people were gradually exposed
to a robot’s multimodal interaction capabilities and found both an
increase in the positive and a decrease in the negative perception of
the robot [44]. With an exception of Stubbs et al., all previously dis-
cussed studies investigated repeated exposure or interaction within
the time frame of a day. This paper, on the contrary, is focused on
repeated interactions over a longer period of time with multiple
days of zero exposure in between.

3 RESEARCH QUESTIONS
Following up on our previous research, the study presented in this
paper is aimed at better understanding how a collaborative game
interaction could influence initial perceptions of a robot.
(RQ1) Howdoes a collaborative game interaction influence people’s

first impressions of a social robot?
To answer this question, we measured participants’ perceptions

after a two-minute social chat and after their first game interaction.
In addition, we aimed at advancing the related work by studying

the effect of repeated interactions on the perception of a robot.
(RQ2) How do repeated interactions influence the perception of a

social robot?
With respect to previous work, in this work we used true re-

peated interactions with multiple days of zero exposure in between,
instead of multiple measurements within one interaction session
[10][23][44][60]. We also kept the type, structure and length of the
interaction constant across three sessions to reduce the confound-
ing factors observed in other long-term investigations.

Our experimental design also allows to investigate how the per-
ception of a social robot changes over periods of zero exposure.
(RQ3) How accurate are people in recalling their perception of a

social robot over multiple days of zero exposure?
We investigated this question by asking people to recall their

perception of the robot after multiple days of zero exposure before
showing them the robot again.

As discussed in Section 2, there are many factors influencing peo-
ple’s perception of robots. As anthropomorphism is one of these, we
manipulated it to understand if it influenced people’s perceptions.
(RQ4) Does the robot’s level of anthropomorphism influence peo-

ple’s perception of it in repeated interactions?
When it comes to anthropomorphism, interesting types of robots

are those that carry mismatching cues in their humanlikeness since
these robots usually elicit uncanny feelings. We designed one of
the facial textures of Furhat to be a morph between a humanlike
and a mechanical robot, thus embodying these mismatching cues
and likely eliciting initial negative feelings.
(RQ5) Can a robot with mismatching cues recover from initial

negative impressions through repeated interactions?
Following findings from social psychology, we expected repeated

interactions to increase the perceptual fluidity of the morph robot
and thus positively influence its perception over time.

4 METHODOLOGY
The study followed a 3x3 mixed experimental design with embodi-
ment (humanlike, mechanical, and morph) as between-subject and
repeated interactions (session S1, S2 and S3) as within-subject factor.
Between each session, participants had three to ten days of zero
exposure (S1-S2: M = 6.63, SD = 1.52; S2-S3: M = 6.55, SD = 1.11).

4.1 Participants
Sixty students were recruited from an international Master’s course
at Uppsala University, Sweden, to participate in the experiment.
Two participants were excluded because the system had technical
failures, four as they had interacted with the robot before, two since
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they suspected the agent to be remote-controlled, other two as they
interacted with the robot only once, and one because the break
between S1 and S2 was longer than 10 days. The results reported
in this paper were obtained from the remaining 49 participants. All
49 participants (M= 36; F= 13) interacted with the robot at least
twice (Human: N = 16, Mechanical: N = 17, Morph: N = 16)
and 40 of them completed all three interaction sessions (Human:
N = 14, Mechanical: N = 13, Morph: N = 13). Participants were
aged between 19 and 50 years (M = 24.78, SD = 4.70) and all were
or had been enrolled in a Computer Science or related program. The
study was approved by the regional ethics board, and participants
were compensated with credits for their time.

4.2 Scenario
The collaborative game scenario was designed to (a) enable a fun
and engaging experience with a social robot, (b) create an in-group
identity between the human and the robot, and (c) elicit mutual
disclosure of personal information. In each session, the majority of
timewas devoted to an interaction involving a cooperative dialogue-
based game designed to improve geographic literacy (see [45] for a
detailed description). Within the game, the participant took the role
of the tutor andwas taskedwith helping the robot to correctly locate
target countries on a world map by verbally describing them. The
robotic agent acted as a learner with extremely limited geographic
knowledge. The goal of the human-robot teamwas to score as many
points as possible in the given time of ten minutes.

Before and after the game, each participant had a two-minute
social chat with the robot. The social chat was identical for all par-
ticipants, and the order of topics was predefined. The chat could
revolve around the team’s performance at the game, but the ro-
bot used it also to ask participants questions, for instance, which
countries they had visited in the past, or where they came from.
While the game interaction was the same across sessions (apart
from different target countries), the topic of the pre- and post-game
interaction changed. The robot remembered facts from previous
sessions, and asked follow-up questions.

4.3 Embodiment
In this work, we used the robotic head Furhat [3]. Furhat is equipped
with a rigidmask of amale face onwhich a facial texture is projected
fromwithin. Unlike traditional robots, this platform allows the facial

Figure 2: The Furhat robot with the humanlike (left), me-
chanical (center) and morph (right) facial texture applied.

texture to be changed while keeping the overall embodiment fixed.
It still differs from virtual agents due to its physical torso and the
two degrees of freedom that allow it to orientate its head in the
three-dimensional space.

Following the approach by McDonnell et al. [37], we created
three different facial textures with varying degree of humanlikeness
using the FaceGen modeller and the Paint.NET digital photo editing
package. The texture of the humanlike face was created from a
photograph of a real human (cf. Fig. 2 left), while the mechanical
face was based on the picture of a robot (cf. Fig. 2 center). The third
facial texture was created as a morph between the humanlike and
the mechanical face (cf. Fig. 2 right) in which both humanlike and
mechanical features were still visible, but more subtle [44].

During the experiment, the robot was remotely controlled by an
operator [51] on an interface (cf. Fig. 3 left-top) that consisted of a
world map from which to select the robot’s guess, and a number
of buttons to control the robot’s speech, gaze (towards the user
or specific regions of the map) and facial expressions (smiling and
frowning). The operator was tasked with replacing the Natural
Language Understanding unit of the system. Hence, s/he merely
categorized the responses of the participants. In the game, the op-
erator had specific rules regarding the agent’s previous knowledge,
which information about a country was sufficient to make a guess,
and how to react to scoring or not scoring points, among others. The
initial set of responses for the interface was gained from the analy-
sis of human game partners playing the game, and then expanded
after analyzing 50 online human-operator game interactions (see
[45] for details). The online study also served to train the operator
responsible for all interaction sessions. During the game interaction,
participants were led to believe that the robot was autonomous.
The debriefing on the remote-controlled nature of the interaction
was performed as soon as the entire experiment was concluded.

4.4 Measures
Before their first encounter with the robot, participants filled out
questionnaire (Q1) covering their demographics, personality traits
[48], and negative attitude towards robots (NARS) [42].

The second questionnaire (Q2) was designed to measure partici-
pants’ perception of the robot and included the sub-scale anthropo-
morphism from the Godspeed questionnaire (5 items on a 5 point
Likert scale, α = .91) [9], two 5-item sub-scales to measure likability
and perceived threat (5 point Likert scale, likability: α = .83, per-
ceived threat α = .89) [53], and the Robotic Social Attributes Scale
covering warmth, competence and discomfort (RoSoAS; 18 items
on a 7 point Likert scale; warmth: α = .92; competence: α = .95;
discomfort: α = .90) [13].

The questionnaire (Q3) was presented to participants at the end
of each session. It included the same sub-scales of Q2, questions to
evaluate the satisfaction with the game from the author’s previous
work (e.g., “In the end I felt satisfied with our score” and “I talked to
the robot the way I normally talk to another person”; 5 point Likert
scale) [46], and the sub-scale involvement of the User Engagement
Questionnaire (UES; 3 items on a 5 point-Likert scale, α = .71) [43],
which was completed for the robot and the game.

As the study was part of a larger project, we made further record-
ings of participants with two RGB webcams, a Kinect, a RealSense
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Figure 3: Schematics of the experimental setup during the geographic game, including the operator interface (top left), the
Director screen on the iPad (bottom left) and the two RGB cameras’ angles of view (right).

camera, Tobii eyetracking glasses, and a close-range Sennheiser mi-
crophone. As these recordings were used to answer other research
questions, their analysis is not presented in this paper.

4.5 Experimental Setup and Procedure
In the beginning of the first session, participants were asked to
give their informed written consent for participation and read the
game rules. They were then brought to the game table and asked
to fill out Q1 while the robot was still covered by a blanket. As
depicted in Fig. 3, Furhat was placed on a table facing the participant
who was standing on the other side of a shared touchscreen. The
iPad on which the questionnaires were filled out and the game
information was displayed was placed to the participant’s right.
Once Q1 was completed, the experimenter started the recordings
and uncovered the robot. At this point, participants had a two-
minutes social chat with the robot, after which they filled out Q2.
The robot was coupled with the questionnaire system, so that it
would autonomously enable the game on completion of Q2. After
the ten-minute game, the robot started a two-minute post-game
social chat with the participant before asking them to fill out Q3.

In S2 and S3, participants were directed to the game table right
away. Before the robot was uncovered, they filled out Q2 based
on what they could recall from their previous interaction. After
uncovering the robot, participants had their pre-game interaction
(the social chat) followed by the game interaction and the post-
game chat with the robot without a break. Again, Q3 was filled out
once the entire interaction session had finished.

5 RESULTS
To understand whether the game interaction changed participants’
first impression of the robot (RQ1), we ran a factorial ANOVA (2x3)
with game interaction as within-subject factor (Q2 and Q3 at S1) and
level of humanlikeness as between-subject factor (human, morph,
and mechanical robot). Furthermore, to disclose changes in the
perception of the robot across repeated interactions (RQ2), especially
with reference to embodiment (RQ4/5), we performed a factorial
ANOVA (3x3) with repeated interactions as within-subject factor

(Q3 at S1, S2, S3) and level of humanlikeness as between-subject
factor. To comprehend whether participants correctly recalled their
previous perception of the robot at the beginning of S2 and S3 (RQ3),
we carried out a factorial ANOVA (2x3) with memory as within-
subject factor and level of humanlikeness as between-subject factor.
For this analysis, we compared Q3 at S1 with Q2 at S2, and Q3
at S2 with Q2 at S3. To ensure that the number of days of zero
exposure did not confound our results, we ran a Spearman’s rank
correlation between the days of zero exposure and the dependent
variables collected at Q2 in the subsequent sessions. Moreover, we
performed the same ANOVAs described above as ANCOVAs, using
the days of zero exposure as covariate. Both tests revealed that the
days of zero exposure did not have a significant influence on our
results. A post-hoc G*power analysis showed that the power of all
statistically significant results in our study was > 0.98. According
to Cohen [14], the effect sizes of our results ranged from medium
(f= 0.36) to large (f= 1.11) with an average of f= 0.57 (large).

5.1 Embodiment
5.1.1 Manipulation check. We found a significant main effect of
condition on the robot’s perceived anthropomorphism (F (2, 37) =
4.734,p = .015), warmth (F (2, 37) = 6.117,p = .005), competence
(F (2, 37) = 5.102,p = .011), and the way participants talked to
the robot (F (2, 37) = 4.323,p = .021). In general, the humanlike
robot was rated more favorably than the morph. It was perceived as
more anthropomorphic (humanlike: M = 3.65, SD = 0.67; morph:
M = 2.97, SD = .69, p = .022), warmer (humanlike: M = 4.84,
SD = 1.01; morph: M = 3.44, SD = 1.08, p = .005), more competent
(humanlike: M = 5.45, SD = 0.79; morph: M = 4.37, SD = 1.09,
p = .012), and, albeit just being a trend, more likable (humanlike:
M = 3.50, SD = .70; morph: M = 2.87, SD = .65, p = .058). Partici-
pants also reported they talked to the robot more like with another
person in the humanlike condition (humanlike:M = 4.21, SD = .75;
morph robot: M = 3.31, SD = .95, p = .031). These differences
were not observed between the morph and the mechanical robot,
and were only a trend when comparing the humanlike and the
mechanical robot on anthropomorphism (humanlike: M = 3.65,
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Figure 4: The perceived anthropomorphism (left), likability (center) and threat (right) of the robot from its first impression to
after the last interaction session with it.

SD = 0.67; mechanical: M = 3.07, SD = .77, p = .063). This means
that the manipulation of the robot’s anthropomorphism worked
particularly well for the humanlike and the morph robot, and only
partially for the humanlike and the mechanical robot. Contrary
to our design goal, the perception of the morph and the mechan-
ical texture partially overlapped, suggesting that the mechanical
features were too dominant in the morphed face.

5.1.2 Correlations. Across sessions, anthropomorphism was sig-
nificantly positively correlated with likability (S1: r (47) = .747,
p < .001; S2: r (47) = .856, p < .001; S3: r (38) = .759, p < .001),
warmth (S1: r (47) = .730, p < .001; S2: r (47) = .832, p < .001; S3:
r (38) = .851, p < .001), competence (S1: r (47) = .649, p < .001; S2:
r (47) = .805, p < .001; S3: r (38) = .805, p < .001), involvement
with the robot (S1: r (47) = .549, p < .001; S2: r (47) = .506, p < .001;
S3: r (38) = .400, p = .010), and involvement with the game (S1:
r (47) = .549, p < .001; S2: r (47) = .417, p = .003; S3: r (38) = .400,
p = .010). This shows that the more anthropomorphic participants
found the robot, the more they liked it and engaged with it.

5.2 Engagement
5.2.1 Manipulation check. Participants found the robot and the
game highly engaging (involvement with the robot at S1 M =
3.99, SD = .51; S2 M = 3.95, SD = .61; S3 M = 3.97, SD = .57;
involvement with the game at S1 M = 4.11, SD = .59; S2 M =
4.07, SD = .54; S3 M = 4.04, SD = .64) and we did not find any
significant effect of the repeated interactions on involvement with
the robot (F (2, 36) = .163,p = .851) and involvement with the game
(F (2, 36) = .506,p = .607). Participants’ engagement thus remained
stable across sessions and cannot be considered a confounder.

5.2.2 Correlations. Across sessions, the correlation between in-
volvement and perceived threat, and involvement and discomfort
changed. Involvement with the robot was significantly negatively
correlated with perceived threat in S2 (r (47) = −.351, p = .014)
and S3 (r (38) = −.449, p = .004), and with discomfort in S3
(r (38) = −.444, p = .004). Similarly, involvement with the game
was significantly negatively correlated with perceived threat in S2
(r (47) = −.482, p < .001) and S3 (r (38) = −.346, p = .029), and with
discomfort in S3 (r (38) = −.320, p = .044). Interestingly, involve-
ment with the game was also significantly positively correlated
with warmth in S1 (r (38) = .493, p < .001), but not in S2 and S3.

This shows that when the robot was perceived as less threatening
and elicited less discomfort, engagement improved.

5.3 Effect of Repeated Interactions
5.3.1 Score. We found a significant main effect of repeated inter-
actions on the score of participants (F (2, 36) = 22.021,p < .001).
Participants’ score increased significantly between S1 (M = 23.15,
SD = 9.41) and S2 (M = 28.45, SD = 10.43, p < .001), S2 and S3
(M = 30.77, SD = 10.39, p = .014), and consequently between
S1 and S3 (p < .001). We found a significant main effect of re-
peated interactions on participants’ satisfaction with the score
(F (2, 36) = 3.680,p = .035), with a descrease in satisfaction from S1
(M = 3.90, SD = 0.90) to S2 (M = 3.42, SD = 1.08, p = .034) but not
from S2 to S3 (p = 1.000), and from S1 to S3 (p = .261).

5.3.2 Anthropomorphism. Playing the game with the robot had a
significant effect on the perception of anthropomorphism (F (1, 46) =
9.107,p = .004), which increased from the first encounter with the
robot (M = 3.11, SD = .66) to the first game interaction with
it (M = 3.33, SD = .67; see Fig. 4 left). The perceived anthropo-
morphism did not change across repeated interactions (F (2, 36) =
.166,p = .847), while its correlation with perceived threat did.
Perceived anthropomorphism was significantly negatively corre-
lated with perceived threat in S1 (r (47) = −.283, p = .049) and S2
(r (47) = −.402, p = .004), but the correlation disappeared in S3.
This result is interesting if we consider that the correlation between
anthropomorphism and the score of the participant was only sig-
nificant in the third session (r (38) = −.382, p = .015). While the
perception of the robot’s anthropomorphism stabilized after the
the first game interaction, the time of zero exposure significantly
decreased participants’ ratings of its anthropomorphism between
S1 and S2 (F (1, 46) = 20.204,p < .001) and between S2 and S3
(F (1, 37) = 8.304,p = .007). Participants recalled the robot as less
anthropomorphic at the beginning of S2 (M = 3.05, SD = .74) than
they perceived it to be at the end of S1 (M = 3.33, SD = .67), and
the same effect was observed at the beginning of S3 (M = 3.01,
SD = .72) with respect to the end of S2 (M = 3.21, SD = .83).

5.3.3 Competence. We did not find a significant effect of the game
interaction (F (1, 46) = .830,p = .367) nor of repeated interactions
(F (2, 36) = 1.807,p = .179) on the perception of competence. What
changed across sessions, however, was the correlation between
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competence and perceived threat. The two constructs were signif-
icantly negatively correlated in S2 (r (47) = −.424, p = .002), but
not in S1 and S3. Moreover, the correlation between competence
and discomfort changed over time, with the competence being neg-
atively correlated with discomfort in S2 (r (47) = −.418, p = .003)
and S3 (r (38) = −.336, p = .034), but not in S1. The perception
of competence that the robot elicited at the end of S1 and S2 was
recalled without significant differences at the beginning of the sub-
sequent sessions (recall at beginning of S2: F (1, 46) = .137,p = .713;
recall at beginning of S3: F (1, 37) = 2.568,p = .118).

5.3.4 Positive Perception (Likability and Warmth). The game in-
teraction had a significant effect on the likability of the robot
(F (1, 46) = 17.458,p < .001), with the robot being perceived as
more likable at the end of the first session (M = 3.17, SD = .77) than
after the first impression (M = 2.91, SD = .73; Fig. 4 center). No such
effect was observed for warmth (F (1, 46) = 1.243,p = .271). The lik-
ability of the robot (F (2, 36) = 4.675,p = .016) also changed across
sessions: it increased significantly from S1 (M = 3.06, SD = 0.73)
to S2 (M = 3.27, SD = 0.81, p = .019), and was close-to-significant
from S1 to S3 (M = 3.25, SD = 0.72, p = .054). The perceived
warmth, instead, remained stable over time (F (2, 36) = 1.312,p =
.282). In terms of correlations, likability was negatively correlated
with perceived threat at S2 (r (47) = −.368, p = .009), but not at
S1 (albeit a trend was present: p = .066) and S3, and warmth was
significantly negatively correlated with discomfort in the same
session (r (47) = −.318, p = .026). In addition, both likability and
warmth were significantly negatively correlated with the score of
participants (likability at S3 only, r (38) = −.358, p = .023, warmth
both at S2, r (47) = −.361, p = .011, and S3, r (38) = −.457, p = .003).

We did not find any significant difference in the perception of
likability and warmth between the end of S1 and the beginning
of S2 (likability: F (1, 46) = .099,p = .755; warmth: F (1, 46) =
.048,p = .827), and the end of S2 and the beginning of S3 (likability:
F (1, 37) = 3.221,p = .081; warmth: F (1, 37) = 2.172,p = .149). This
indicates that participants recalled their positive perceptions of the
robot even after a period of zero exposure.

5.3.5 Negative Perception (Perceived Threat and Discomfort). A
significant main effect of game interaction on perceived threat
(F (1, 46) = 8.850,p = .005) was visible in S1. The perceived threat
decreased from the first impression (M = 2.03, SD = .68) to the
end of the first session (M = 1.86, SD = .66; Fig. 4 right). The
same significant effect was observed for discomfort (F (1, 46) =
27.010,p < .001) with the discomfort after the first impression
(M = 2.26, SD = .88) decreasing after the first session of inter-
action (M = 1.94, SD = .79). Perceived threat and discomfort
were also significantly affected by repeated interactions (threat:
F (2, 36) = 4.558,p = .017; discomfort: F (2, 36) = 10.332,p < .001)
with perceived threat decreasing from S1 (M = 1.90, SD = 0.67)
to S3 (M = 1.67, SD = 0.52, p = .023) and from S2 (M = 1.84,
SD = 0.65) to S3 (p = .010), and discomfort decreasing only from
S1 (M = 2.02, SD = 0.79) to S3 (M = 1.62, SD = 0.55, p < .001). The
perceived threat was negatively correlated with participants’ score
at S1 (r (47) = −.386, p = .006) and S2 (r (47) = −.376, p = .008), but
not at S3. It was also negatively correlated with involvement with
the robot and involvement with the game at S2 and S3, but not at
S1 (see section 5.2.2). While there was no significant difference in

the perceived threat recalled by participants in the beginning of
S2 (F (1, 46) = 2.182,p = .146) and S3 (F (1, 37) = 1.143,p = .292),
they recalled the robot as eliciting more discomfort (M = 2.09,
SD = .90) than it actually did (M = 1.94, SD = .79) in the beginning
of S2 (F (1, 46) = 5.807,p = .020) but not at the beginning of S3
(F (1, 37) = .385,p = .539).

6 DISCUSSION
The Game Interaction Effect (RQ1)
We found that allowing participants to interact with the robot in a fun
and engaging collaborative game positively influenced their impres-
sions of it. Participants judged the robot to be more humanlike and
less threatening after interacting with it, they liked it better and felt
more comfortable with it. This result is in line with Złotowski et
al. as it confirms that “a positively toned interaction” can increase
a robot’s likability [60]. Unlike Bergmann et al., we did not find the
perceived warmth of the robot to decrease after the game interac-
tion [10], but to remain stable. This difference might be due to the
fact that, unlike us, Bergmann and colleagues measured first impres-
sions after 15 s. Despite the robot displaying much more advanced
language understanding and interaction capabilities in the game
(a reason for potentially improved competence perception) and its
limited geographic knowledge (a reason for a potential decrease in
perception), we did not find the robot’s perceived competence to be
influenced by the game interaction. This finding suggest that a ro-
bot’s competence is judged more on its initial appearance and general
interaction modalities and less on the content of the interaction.

The Effect of Repeated Interactions (RQ2)
While some researchers have investigated the persistence of first
impressions within the same interaction [10][44][60], our exper-
iment is novel in that it focuses on the effect of well-controlled
repeated interactions occurring with multiple days of zero expo-
sure in between. As highlighted in Figure 5, our findings indicate
that the mental image of a robot is built over time as the perceptual
dimensions that contribute to it stabilize at different moments. The
perceived competence of the robot was determined in the first two
minutes of chat with the robot and, after that, remained stable
across sessions. The perceived anthropomorphism increased from
the first impression to the first game interaction, and then remained
unchanged. Likability increased, but only up to the second session
despite the continuously positive interaction [60]. Perceived threat
and discomfort were the most fluctuating dimensions and kept de-
creasing until the last session of the experiment, a trend we also
observed in the changing correlations involving the two.

The Consistency of People’s Memory (RQ3)
Overall, we found participants to correctly recall the perception of the
robot from the previous interaction session. Perceived anthropomor-
phism and discomfort were the only exceptions. At the beginning
of both S2 and S3, participants recalled the robot to be less humanlike
than they had perceived it to be after the previous interaction. This
is especially interesting because participants’ perception of the
robot’s anthropomorphism was otherwise stable across all three
sessions. We saw a similar effect with perceived discomfort, which
participants recalled as higher at the beginning of S2 than it actually
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Figure 5: Time frame required for perceptual dimensions to
stabilize. Arrows indicate increasing/ decreasing trend.

was at the end of the previous session. However, this effect vanished
at the beginning of S3. We hypothesize that the widespread concep-
tion of a robot as a mechanical device and “bad” fictional character
might have distorted the mental image of the robot [26].

The Curse of the Morph Embodiment (RQ4/5)
We did not find any significant interaction effect between session
and embodiment, which suggests that the effects of repeated interac-
tion with a robot generalize across all levels of anthropomorphism that
we investigated. This implies, however, that initial biases against a
robot do not wear out over time. Participants judged the humanlike
robot as more competent, warmer and talked with it as with an-
other person only based on its humanlike facial appearance, and
these differences in judgement persisted even after three exactly
identical interaction sessions. Even though our robot had very
advanced remote-controlled interaction capabilities, it could not
recover from its initial unappealing appearance. These findings
extend the perceptual mismatch theory [28] by suggesting that a
perceptual mismatch negatively influences more dimensions than the
robot’s likability alone.

Relevance to the HRI Community
Our findings are important for the HRI community in several ways:
(1) by highlighting the durability of the effect of appearance on
a robot’s perception, we strengthen the importance of a robot’s
visual design; (2) by demonstrating that, even though perceived
threat and discomfort can decrease over time, differences between
robot embodiments remain constant, we shed new light on the per-
sistence of the uncanny valley effect; (3) by analyzing the changes
in the perception of a robot over time and the accuracy of people’s
recall of such perception, we show how pre-existing expectations
can influence people’s situated perception of a social robot, and (4)
by assessing the perception of a robot at different moments, we
find that perceptual dimensions evolve differently over time.

Limitations and Future work
Our study was carried out in the lab to keep environmental factors
fixed and isolate the effect of repeated interactions on people’s
perception of social robots. Moreover, it mostly involved partic-
ipants coming from a Computer Science background, who have
an unusual positive attitude towards robots [7]. Since our findings
suggest a lasting effect of negative feelings towards our robot even

within this potentially positively biased sample group, we believe
that the participants’ background did not have a negative impact
on our findings. However, in the future, it would be interesting to
bring the same scenarios in the wild and include participants with a
wider background and a more gender-balanced distribution. In our
work, we limited the number of sessions to three, so we can only
speculate how our findings generalize to further sessions. Since the
mere exposure to other humans has a peak in effect between 10
and 20 exposures [11], it would be interesting to extend the present
work to more than 10 sessions.

The blended embodiment that we chose for our studywas limited
to a head and the overall perceived discomfort and threat that it
elicited was already low at the first impression for all three levels
of humanlikeness. To investigate how our findings extend to robots
eliciting overwhelming uncanny feelings during first impressions,
we suggest to use different platforms like the Geminoid robot.

In this study, the robot was remote-controlled by an operator
to avoid overshadowing the game interaction with errors in lan-
guage understanding. The operator might have given participants
an overly positive impression of the robot’s abilities, but it unlikely
affected their perception as participants were unaware of it until
debriefing. The presence of the robot while participants answered
the questionnaires could have led them to rate it favorably. Yet,
the robot was in idle mode and was not looking at participants
while they filled out the questionnaires. Moreover, the iPad’s screen
was not facing the robot and was initially introduced as containing
information hidden from it. Hence, we have no reason to believe
people considered the robot as having access to their responses.

7 CONCLUSION
In this paper, we presented the results of a long-term study inves-
tigating the effect of repeated interactions on the perception of
a social robot. Participants engaged in a collaborative geography
game with the blended robot head Furhat in three game sessions oc-
curring with three to ten days of zero exposure in between. Furhat’s
anthropomorphism was varied between participants to study the
influence of embodiment on the perception of a robot over time. We
found the perceptual dimensions composing participants’ mental
image of the robot to stabilize within different time frames. While
perceived competence was judged quickly and remained stable af-
ter only two minutes of social chat, playing a game with the robot
improved participants’ impressions of its anthropomorphism and
likability, which kept increasing up to the second session. Perceived
threat and discomfort, instead, kept fluctuating until the last session.
Interestingly, the robot we designed to look unappealing could not
recover from its initial negative perceptions. These findings can
contribute to the field of HRI as they highlight the relevance of
a robot’s visual design and shed new light on the importance of
allowing participants time to interact with a robot before measuring
their perception of it.
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