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Abstract

1 Introduction

In an increasingly connected and globalized
world, knowledge about other countries is not only
crucial in many jobs but also to make informed de-
cisions about which political agenda to support or
to understand and build an opinion about a geo-
political news articles. However, in 2006, the Na-
tional Geographic Society found that “young peo-
ple in the United States - the most recent gradu-
ates of our educational system - are unprepared
for an increasingly global future” (CFK and Ge-
ographic, 2006). Even though 78% of survey re-
spondents found it at least somewhat important to
know where countries in the news are located, six
in ten could not find Iraq on a map despite almost
constant news coverage. In an even more recent
survey (CFR and Geographic, 2016), it was found
that university students could locate only 46.5%
of the countries that the US is actively engaged
politically on the map. The National Geographic
Society suggests that the level of education plays a
major role in geographic literacy. In other words,
“the more education respondents have, the more
likely they are to answer questions on geographic
literacy correctly” (CFK and Geographic, 2006).
However, many Americans do not progress their
education beyond high school, which leads to the
question: How can we educate those lacking geo-
graphic literacy skills independent of their educa-
tional level?

Spoken dialogue system (SDS) technologies
have made rapid progress in the past decade: Au-
tomatic speech recognizers with low word er-
ror rates, machine learning approaches that yield
high accuracy speech act labels for language un-
derstanding and speech synthesizers that create

human-like voices have made it possible to de-
velop numerous new SDS applications. One such
application are Intelligent Tutoring Systems. Over
the past few decades, Intelligent Tutoring Systems
have been shown to successfully achieve appre-
ciable learning gains (cf Lesgold et al. (1988);
Freedman (1999); Koedinger et al. (1997); Mitro-
vic and Ohlsson (1999); Gertner and VanLehn
(2000); Graesser et al. (2001); Litman and Sil-
liman (2004); Graesser et al. (2004); McNamara
et al. (2004); Craig et al. (2013); Koedinger et al.
(2013); Pane et al. (2014); Graesser (2016); Trinh
et al. (2017)). Those systems usually rely heavily
on experts hand-authoring the pedagogical con-
tent. While this ensures high quality, it also makes
such systems expensive and time-consuming to
build. To overcome this issue, crowd-sourcing
content creation and quality control have shown
potential in recent times (Mitros and Sun, 2014;
Baker, 2016). While pedagogical tutoring systems
generally give the user much freedom in how to
use the system, the increased pedagogic value of-
ten comes at the cost of decrease in the fun and
engagement with the system.

Another class of pedagogical systems are Se-
rious Games (Michael and Chen, 2005; John-
son et al., 2005). They are typically developed
along the narrative of a storyboard which leads the
learner to solve problems, which results in learn-
ing gains. These games usually don’t struggle to
engage the learner; however, the hand-authored
storyboard limits their options to influence the
story significantly. This may decrease the learn-
ing gain since the users don’t have to find poten-
tial problem solutions themselves. Another draw-
back of Serious Games is that, since the games
are story-based, repeated interactions with these
games are often not intended.

The main contribution of this work is the devel-
opment of a Serious Dialogue Game which aims to



Role utterance
Dir The first country is in middle of

Africa. It’s South Sudan. Do you
happen to know where that is?

Mat I don’t know where that is
Dir That’s surprising $laughter$ . . . Do

you know where Egypt is?
Mat No
Dir Look at the um Africa . . . top three

biggest countries uh on top of
Africa . . . You see those?

Mat Yes
Dir The one to the furthest right . . . is

Egypt
Mat Ok
Dir Go two down . . . that is South Su-

dan
Mat What does it look like?
Dir . . . Kinda looks like seahorse lay-

ing on its back . . .
Mat Got it

Figure 1: The map as presented to the Director. The target country is highlighted in green and information
about the country are presented when hovering over it (highlighted in gray). The table to the left shows
a sample conversation between the human Director (Dir) and the agent Matcher (Mat).

(i) maximize the learner’s engagement and learn-
ing even in repeated interactions with open-ended
spoken interactions with the system, while (ii) ab-
staining entirely from involving experts in the de-
velopment of the learning content. We picked the
skill of locating a country on the world map as
an example for our collaborative two-player game.
In this work, we focus on presenting the domain
and discussing how it serves the purpose of cre-
ating high engagement while maintaining a sub-
jectively high learning gain. The ultimate goal of
this project is to develop an autonomous team part-
ner for the game. As a step towards this goal, we
developed a Wizard-of-Oz framework that allows
studying people’s game interactions with an agent.

We developed this game to operate web-based
and with an embodied agent as a team partner.
Since 90% of adults in the U.S use the internet
(Anderson et al., 2019), a web-based version is
a good option to reach the general public. Web-
based games scale easily, don’t have demanding
hardware requirements, and potentially allow mul-
tiple people playing at the same time. Players can
also access them in a safe space, which can de-
crease the fear of judgment or stigma. In addition
to the web-based version, we aim to explore how
the game could be used in a classroom setting. It
has been shown that embodied interactions, espe-
cially in tutoring systems, can increase the learn-
ing gain and the level of engagement (McNamara

et al., 2010). Such systems could eventually be
used to enrich the geography lessons in schools.
Thus, we also implemented a version of the game
that can be played together with a Furhat robot.

2 The RDG-Map Game

The game we present in this work is developed to
promote learning of the size, location, and relation
of countries in the world and is called RDG-Map
(Rapid Dialogue Game - Map). Learning shall be
achieved by playing an interactive, collaborative,
and time-constrained two-person game, in which
one player is provided with more information and
thereby implicitly acts as a tutor in the learning
task. However, the aim is that players in both roles
can gain knowledge from playing the game.

The game developed in this work also shares
similarity with numerous reference resolution
games developed in recent times (Paetzel et al.,
2014; Manuvinakurike et al., 2016; Zarrieß et al.,
2016; De Vries et al., 2017). One of the players
is assigned the role of a Director and the other the
role of a Matcher. Both players see a map of the
world on their respective screen. One of the coun-
tries is randomly selected as a target country (TC)
and highlighted on the Director’s screen in green,
as shown in Figure 1. In addition, the Director
may hover over a country to see the name of the
country. The goal of the Director is to describe the
TC so that the Matcher is able to select the same



Figure 2: The wizard interface for the web-based (left) and the embodied data collection (right).

country on their map. The Director and Matcher
are able to talk back-and-forth freely to identify
the TC. This includes the usage of the countries
name. However, the map of the Matcher is not la-
beled, so the name of the country alone is likely
not sufficient to identify the TC. The Matcher can
change their selection as often as desired, but the
information which country the Matcher has cur-
rently selected is not shared with the Director.

When the Matcher believes (s)he has clicked on
the correct country, (s)he communicates this to the
Director who presses a button to request the next
TC. The team scores a point for each correct guess,
with the goal to score as high as possible in the
given 600 seconds game time.

3 Nellie - A Web-Based Agent

We first implemented a browser-based version of
the RDG-Map game that can be either played by a
human-human or a human-agent team. Communi-
cation between two human players is realized us-
ing the HTML5 SimpleWebRTC1 tool.

3.1 Agent Implementation

We created a Wizard-of-Oz setup in which a hu-
man director was paired with what (s)he believed
to be an autonomous agent Matcher called Nel-
lie. The Wizard interface was inspired by some
initial human-human data collection and the utter-
ances of the human Matcher in the games we ana-
lyzed. The interface is divided into three sections
(cf. Figure 2 left): On top, the wizard sees the
world map, and by clicking on a country, the wiz-
ard controls the agent’s country selection. On the
right, the wizard sees the country names the agent
knows by name (the human director is not aware of
the countries known by the Matcher). Initially, the

1https://www.simplewebrtc.com/

agent can locate nine countries on the world map
(United States, Canada, Mexico, Brazil, India,
China, Russia, Australia, and Italy). These rep-
resent all the countries more than 50% of Amer-
icans can find on the world map (CFK and Geo-
graphic, 2006). Whenever a country was correctly
identified, the name is automatically added to the
panel. In addition, the wizard can add countries
or other anchoring points (e.g.: Egypt in Figure 1)
manually. On the lower part of the Wizard screen,
23 thematically themed buttons control the agent’s
utterances. These utterances include opening and
closing statements, confirmations, backchannels,
yes/no responses, and other game-related state-
ments and questions. Cereproc’s2 voice Kate is
used for agent’s voice. The wizard controlling the
agent followed the same strict guidelines for every
game interaction to ensure the behavior would be
as close as possible to the desired behavior of the
future autonomous agent.

3.2 Data Collection
The architecture of the system is similar to
the one we previously developed and de-
scribed in Manuvinakurike and DeVault (2015);
Manuvinakurike et al. (2015). In this work, we
extended the framework to support human-wizard
interactions. Prior to starting the game, instruc-
tions were provided as text and a video demon-
stration. Participants were also asked for consent
and to fill out a demographic questionnaire. As the
framework supports only one Wizard, participants
had to wait in a FIFO (First in first out) queue
until the wizard was ready to play. After partici-
pants were paired with the wizard and finished the
game, they were directed to a post-questionnaire
in which they were asked to reflect on their satis-
faction with the agent’s performance and the over-

2https://www.cereproc.com/



Figure 3: The perceived importance of key skills in today’s world and the self-assessed knowledge of
different subjects by the 48 participants in the web-based data collection.

all gameplay.
50 native English speakers located in the

US were recruited on Amazon Mechanical Turk
(MTurk) to play the game . Participants received
monetary compensation for their participation. We
excluded two game interactions from the analy-
sis, one due to audio problems and the other be-
cause the participant did not complete the post-
game questionnaire. Out of the 48 remaining par-
ticipants (Age: M= 35.7, SD= 9.7), 19 were fe-
male, all had at least completed high school, and
13 were currently or prior enrolled in Computer
Science or a related University course.

In the demographics questionnaire, we included
relevant questions from the CFK and Geographic
(2006) survey to understand the geographic liter-
acy of our participants (cf Figure 3). While the
majority of participants agreed that being able to
use a Computer (93.8%) and the Internet (83.3%)
are both absolutely necessary skills, only 12.5%
found it necessary to be able to speak a foreign
language and 10.4% to know where countries in
the news are located. Participants rated their own
skills worst when it comes to foreign languages
(39.6% believe they know less than the average
person), followed by geography skills (20.8% be-
lieve they know less than the average person). This
is in line with the 2016 findings by the National
Geographic Society (CFK and Geographic, 2006).

4 Neil - An Embodied Agent

With the experience we gained from the web-
based data collection, we revised the game so it
could be played in cooperation with the robot head

Furhat (Al Moubayed et al., 2012). We ultimately
aim to create a classroom setting, in which part
of the geography curriculum could eventually in-
volve playing the RDG-Map game. As a first step
towards this goal, we conducted a Wizard-of-Oz
experiment with University students.

4.1 Game Implementation

In comparison to the web-based version of the
game, the game logic needed changes in order to
incorporate the physical embodiment of the agent.
While the web-based game was played on two
separate screens, we aimed to add an element of
shared attention to make more use of the physical
presence of the agent. The actual implementation
was inspired by a comment from a participant in
the web-based data collection who wrote: “I think
it might be better if I was able to see if partner
had picked the right countries.” We often noticed
frustration with the agent when they didn’t score
a point and the human Director could not com-
prehend the reason for the miss. With seeing the
selection of the agent, we believed the Director
would be faster in distinguishing good and help-
ful from poor clues. The Director would also be
able to correct own mistakes, eg. when confusing
East and West or Africa and America. Thus, we
added a shared screen that was placed between the
human and the robot. On that screen, the world
map, as well as the remaining time and the cur-
rent score, was displayed. As soon as the Matcher
made a selection, it was highlighted on the shared
map in bright green.

One challenge with visualizing the Matcher’s



selection was that in some pilot tests we saw that
it would lead pairs to just pick any country in
the rough region and incrementally take it from
there. This made the game too easy and less fun to
play. Thus, we restricted the Matcher to only make
two guesses per target country. If the first selec-
tion was correct, the team would score 2 points.
If the initial selection was incorrect, the Direc-
tor could continue describing and, if the updated
Matcher selection was correct, they would still
score 1 point. Only if the second selection was
still wrong, they wouldn’t score at all. While this
slightly changes the dynamic of the game and adds
an element of incremental correction, the Director
is still required to give a complete description of
the country before the Matcher would reasonably
make a guess about the target country.

4.2 Agent Implementation

We used the blended robot platform Furhat
(Al Moubayed et al., 2012) as an embodiment for
our agent (cf Figure 4). Furhat is equipped with
a rigid mask of a male face on which a facial tex-
ture is projected from within. The robot has two
motors to control the head’s tilt and pan. Due to
the male appearance of the Furhat mask, we used
the Cereproc voice William which has a similar
level of expressiveness as the Kate voice. The in-
teraction was again remote-controlled by a Wiz-
ard who was placed behind a curtain. The Wiz-
ard interface was similar to the one used in the
web-based experiment (cf Figure 2 right). How-
ever, due to the experience gained from the online
study, we changed the wording of some of the ut-
terances to be less ambiguous and added 3 buttons
to solve common game situations that the agent
could not react to appropriately. In addition, we
added two happy and two sad vocal reactions the
Wizard could use in case a selection was correct or
false. To allow for repeated game plays, the robot
could also mention that it did or did not remember
countries mentioned by the Director.

The embodied version of the agent allows to in-
corporate head and gaze movements as well as fa-
cial expressions. Facial expressions were mostly
used when the robot gave a happy or sad reaction
to a correct or false guess. However, the Wizard
could also control them independently to use in
other game situations. The gaze of the robot was
mostly focused on the shared screen. By directing
the head orientation and gaze towards the left of

Figure 4: The experimental setup for the data col-
lection with the embodied Furhat robot Neil.

right, the robot could indicate that it is looking at
the Americas or Asia and Oceania. Occasionally
and when the Director had longer thinking pauses,
the Wizard could briefly direct the robot’s gaze to-
wards the user and then back to the game. To ac-
count for the robot being based in Sweden and the
robot’s past travel history (which was mentioned
in one of the post-game interactions), Sweden and
France were added to the list of countries known
to the agent from the start of the game.

4.3 Data Collection

We recruited 60 participants at Uppsala Univer-
sity to take part in the data collection. Participants
received course credits for their participation. 2
participants were excluded because they suspected
the agent to be remote controlled or had techni-
cal failures. Out of the remaining 58 participants,
49 had three game interactions with the robot, 7
had two interactions, and 2 only played once with
the agent. Participants had at least 24 hours of
break between the robot interactions. On average,
participants in the embodied data collection were
younger than in the web-based study (M= 24.5,
SD= 4.5) and all except of two had a background
in Computer Science. 18 participants identified as
female, one chose not to disclose this information
and the remaining identified as male.

The setup of the experiment space is as shown
in Figure 4. At the beginning of their first session
with the robot, participants gave informed consent,
read the game rules, and filled out a short demo-
graphic survey. After each game interaction, they
were given a survey similar to the one used in the
online data collection to measure people’s percep-
tion of the agent and their satisfaction with the



game interaction. Since this data collection with
the robot was part of a larger study, participants
had an additional short interaction before and af-
ter they played the game with the robot. As part
of this conversation, the robot asked participants
whether they believed they learned something dur-
ing the game and whether they believe they will
remember the countries next time they play. In the
conversation participants had with the robot prior
to playing the first game, the robot asked how they
would rate their own geography skills. 30 replied
that their knowledge is rather good, while 28 sub-
jectively rated their knowledge as poor.

5 Results

The corpora we collected consist of 48 game in-
teractions and 8 hours of recorded audio in the
web-based corpus and 161 game interactions and
26.8 hours of recorded audio in the embodied-
interaction corpus. In this paper, we focus on dis-
cussing the results of the perceived engagement in
the game and the subjective rating of the learn-
ing gain. Since the gameplay and agent utterances
were changed between the web-based and embod-
ied interaction, we cannot directly compare the re-
sults between the two. Hence, we report them sep-
arately.

5.1 Web-Based Data Collection

All participants were able to score points when
playing with the agent. The score ranged between
3 and 29, with an average of 14.44 points (SD=
6.44). In other words, on average participants
were able to score more than one point per minute.

In the post-game questionnaire, we asked par-
ticipants a variety of questions regarding their in-
teraction with the robot and their experience with
the game on a five-point Likert scale. People gen-
erally liked working with the agent (M= 3.35, SD=
1.26) and found it relatively easy to play the game
with it (M= 3.38, SD= 1.33). They also found it
easy to understand the agent (M= 4.13, SD= 1.04)
and reported they could talk to the agent similar to
how they would talk to another human (M= 3.92,
SD= 1.03). While this could be an indication that
people have figured out the agent was controlled
by a human, many reported in the free-text fields
that they were talking to an agent. Thus, it seems
that people found the interaction to be quite nat-
ural despite their believe they were talking to an
autonomous agent.

The aim of the RDG-Map game is not just to
engage people in an interaction with an artificial
agent, we also hope to create an environment in
which people learn more about the world map. As
shown in Figure 5, 64.6% of the participants re-
ported they have learned something playing the
game (M= 3.52, SD= 0.97) and 70.8% of partic-
ipants found the game to be a fun way to learn
new things (M= 3.75, SD= 1.16). Even though
these ratings are clearly subjective, it gives a first
indication that the game could increase the partic-
ipant’s geographic literacy. Participants who were
critical regarding the learning aspect of the game
were mostly unsatisfied with the robotic and/or
repetitive interaction with the agent. One partic-
ipant said: “The partner was robotic. It was not
fun”. Another, who reported she hadn’t learned
anything but found the game in general a fun way
of learning something wrote: “I think it was it was
jusr (sic) frustrating when the other party does not
know where things are.” Some participants wished
the interaction would be less repetitive: “After a
while, you start to repeat the same formula of a
description to the player, so it gets repetitive.” An-
other suggested: “I feel that the other side should
have more responses available in order to better
describe locations effectively.”

Most participants, however, were positive about
the learning aspect of the game. One participant
wrote: “I think its (sic) a very interactive learning
tool which makes studying more enjoyable.” An-
other pointed out that “it allows you to learn the
world map in a fun way by learning to describe it.”
It is noteworthy that even the older generation had
a positive experience with the game. A 55-year-
old female participant said: “it was fun as I got
to learn where some countries I had never heard
of before were”. One participant with a (self-
reported) Master’s degree even wrote: “i learned
more than i have in years.”

5.2 Embodied Data Collection

Similar to the online data collection, participants
were able to understand the robot very well over
all three of the interactions they had with the robot
(1st game: M= 4.58, SD= 0.5, 2nd game: M= 4.57,
SD= 0.5, 3rd game: M= 4.3, SD= 0.58). They also
mainly agreed that they talked to the robot in the
way they would talk to another human (1st game:
M= 3.77, SD= 1.05, 2nd game: M= 3.8, SD= 0.98,
3rd game: M= 3.55, SD= 1.02).



Figure 5: Participant’s subjective evaluation of the
learning value of the web-based version of the
game.

Figure 6: Participant’s subjective evaluation of the
learning value and their engagement when playing
the game with the embodied agent.

Participants felt very engaged both with the
robot (1st game: M= 4.26, SD= 0.55, 2nd game:
M= 4.09, SD= 0.64, 3rd game: M= 4.14, SD=
0.65) and the game itself (1st game: M= 4.16,
SD= 0.75, 2nd game: M= 4.16, SD= 0.71, 3rd
game: M= 4.16, SD= 0.62) and this engagement
did not decrease with having repeated interac-
tions (cf Figure 6). ANOVA analysis revealed
that repeated interactions had no significant influ-
ence on the perceived engagement with the robot,
F (1, 160) = 1.121, p = .291, and the game,
F (1, 160) = 0.002, p = .968. This is impor-
tant since it suggests that the engagement does not
come from the pure novelty of the game but rather
from the game and interaction dynamics. When
asked by the robot after the first game, all 58 par-
ticipants reported they enjoyed playing the game.

We are also interested in understanding whether
participants believe the game increases their geo-
graphic literacy. Participants overall agreed to the
statement that they learned new things playing this
game (1st game: M= 4.0, SD= 0.73, 2nd game:
M= 3.86, SD= 0.77, 3rd game: M= 4.04, SD=
0.73). It is noteworthy that the agreement with
this statement did not decrease after the repeated
interactions, F (1, 160) = 0.049, p = .825, sug-
gesting that this game can increase participant’s
knowledge even when playing it multiple times
(cf Figure 6). When asked by the robot, all ex-
cept for one participant reported they believed they
learned something when playing the game. At the
beginning of the second session, the robot asked
participants whether they remember some of the
countries from the previous game. Out of all 55
participants who had this conversation, only four
reported they don’t recall anything.

On inquiry, 38 of 51 participants told the robot
they found it easier to play the second game round
compared to the first time they played. This is in
line with the game scores: While participants on
average scored 22.24 points (SD= 9.58) in the first
game, they scored 26.96 (SD= 10.6) in the sec-
ond and 29.0 (SD= 10.68) in the third game. The
higher game score in the embodied compared to
the web-based interaction likely comes from the
different scoring system that allowed participants
to score up to two points per target.

6 Discussion & Future work

In this paper, we introduced the RDG-Map game,
which was developed to offer engaging interac-
tions with a dialogue agent while increasing par-
ticipant’s geographic literacy. In our two data col-
lections, we showed that participants had fun play-
ing the game both when playing with an unem-
bodied agent on the web and with a robot in a
classroom setting. Most players also reported they
learned something by playing the game. Accord-
ing to the participants in the embodied data col-
lection, they were even able to recall some of the
information after a couple of days when they came
back to play the game again. Thus, our results are
a first indication that the game could increase the
participant’s geographic literacy. One shortcom-
ing of the data collection presented in this work
is that we did not measure the objective learning
gain in the game. We experimented with having a
pre- and post-game test of geographic knowledge



in the web-based version of the game. However,
we could not make sure that our test data are re-
liable since it would be very easy for participants
to look up the correct answer to the questions on
the internet. Since the game in the embodied inter-
action was part of a larger study setup, it was not
possible to add a pre- and post-game test to the ex-
periment. In the future, we will pursue another ex-
periment in which we explicitly measure the learn-
ing gain of our game in comparison to other ways
of increasing geographic literacy.

We found many participants playing with the
embodied agent to be anxious when learning that
they would play a game about the world map.
They seemed to be embarrassed about their lack
of knowledge about countries in the world. Giv-
ing participants the role of the Director and pro-
viding all the required information on the world
map turned out to be reassuring for them and lower
their reluctance to play the game. By taking the
role of the tutor in this interaction, they could
gain knowledge in the absence of any judgment
of their own skill level. When playing with the
agent, many were surprised how little knowledge
it had about the world map. While some find this
annoying, it can be reassuring to others because
their own lack of knowledge seems less humili-
ating. In the future, we plan to implement the
game so the agent can play both the role of the
Matcher and the Director. With the experience we
gained in this data collection, we believe that al-
ways assigning the role of the Director to the hu-
man first could raise participant’s self-confidence
when playing with the agent. The results presented
in this paper also show that the game keeps being
engaging and increase the subjective geography
knowledge even in repeated interactions. By pro-
viding a web-based version of the game, we can
allow people to play the game and learn the lo-
cation of countries in the world at their own pace
and as many times as possible without the fear of
judgment when they don’t score as high as others.

We are currently in the process of transcrib-
ing and annotating all interactions with domain-
specific speech acts. We intend to release this cor-
pus in the near future. In addition, we use the cor-
pus to train an agent that can play the game in both
the role of the Matcher and the Director fully au-
tonomously. When it comes to implementing the
agent, the focus will not merely be on creating the
perfect SDS, which scores as many points as pos-

sible in the game. Instead, the agent should try
to both optimize the engagement and the learn-
ing outcome of the game. Such an agent could,
for example, repeat the name of the country mul-
tiple times in order to confirm recently acquired
knowledge. This is particularly challenging for the
dialogue systems as they’re typically designed to
maximize task performance (Paetzel et al., 2015).
As shown in Figure 1, descriptions of countries
can become quite complex. Often people first es-
tablish other anchoring points that are close to the
target country and then describe the target start-
ing from the newly established anchor. Conven-
tional language understanding approaches will not
be able to resolve such complex descriptions. With
the RDG-Map domain and our efforts to create an
SDS that can play the game autonomously, we are
ultimately trying to add real and natural interac-
tivity to the genre of serious games. We hope that
the knowledge gained in such games can have a
lasting impact on people’s geographic literacy, a
crucial skill to participate and make informed (po-
litical) decisions in today’s globalized world.

7 Conclusion

In this work, we presented the RDG-Map game,
which was developed to engage people in learn-
ing about the world map. We implemented two
versions of the game, one web-based and one in-
volving an embodied agent. For both versions, we
discussed initial results from two large data col-
lections involving a Wizard controlled agent play-
ing with human game partners. These results sug-
gest that people felt engaged both with the agent
and the game itself. In addition, participants re-
ported they learned about locations of countries in
the world playing the game, and they recall some
of the information even days after the interaction.
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