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Introduction and Motivation

1 Severe shortage of healthcare professionals in O Motivation d Challenges
low-resource countries: O How can we enable the use of medical ad State-of-Art Medical MLLMs (e.g. LLaVA-Med)
0 Example: Niger has only 0.03 doctors per MLLMs in resource-constrained regions? have high computational demands usually
1,000 people, compared to 2.46 in Canada. requiring HPC infrastructures.
Q Growing patient demands far exceed the {Globz.ﬂ d.isttribution of doc-tors per 1,900 people Ieveals 0O Low resource areas with only access to
number of available healthcare providers. significant shortages in many African countries consumer-grade GPUs, cannot benefit from

MLLMs for the healthcare domain and beyond.

3 Role of Al in addressing healthcare gaps:

Qd Enhances diagnostic accuracy and efficiency
by reducing errors from fatigue, thus,
supporting overburdened medical staff.

Q Multimodal Large Language Models
(MLLMSs), a subset of Al, can combine
textual information with medical images to

Novel Contributions:

d Optimized Medical MLLM Framework:
TinyLLaVA-Med-F and Quantized models (4-bit, 8-
bit), fine-tuned for efficient deployment on
consumer-grade GPUs for the healthcare domain.

d Performance-Memory Trade-off: Models on the
Pareto front, balancing accuracy and memory.

help doctors interpret the images more Regions with critical shortage of healthcare workforce 3 Foundation for Future Research: Accessible
quickly and accurately in real time. e — MLLMs for healthcare on consumer GPUs.
\
~

Proposed Methodology

| e e . . . C. . . . |

.3 Optimization: fine-tuning and quantization to A Evaluation by medical VQA datasets and GPT-4 Q0 Proposed deployment to integrate the MLLMs for |

I create efficient MLLMs for consumer-grade GPUs. alongside Memory usage analysis. medical decision-making support (e.g. radiology). I
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| Stage 1: Extensive Finetuning Evaluation by Benchmark Datasets Memory Analysis Consumer  Mode [Referring Physician Administrator Radiology Technician I
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| Multimodal Medical Dataset L VaA SLAKE PathVQA R e HigherEnd GPU — ~ yogeoq | | . AccessPoint koA R l
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| e — \ 3515 QA pairs  *7000 QA pairs 32,799 QA pairs G eIR el + GPU Memory: 16GB \ gy EeRes i . |

| | | ; i | P : used to load a ' 9 ;o 9 1
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i | ignmen i : images i | | a 5

| | g g : images J images and resources for § The Chest X-ray abnormality do | |
i | Instruction | inference, excluding Consumer \ . Centralized U B <o LERE you see? i

1 | J Tuning | runtime allocations. Moderate-End GPU | 82352 ;:/eN doj:rge BN ¢l e ® |

|| ¥ 5 t | Evaluation by GPT-A |+ NVIDIA GeForce RTX Batch ; ® g C\ & I
} | ownstream l|— valuation y - 3050 Prompting' m QEI D ﬂ
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: l Medical VQA (Slake, VQA-Rad, PathVOA K Finetuning ) ’ Generate reference predictions from our model on questions Dynarl;uc Memory smen Efficiently | Doctor 1 o Vs the choast X s s resresen [ :
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| l based on image context and captions. Temporary GPU proﬁ-eTseS | » ;lEI - .| rayimage shows ?fg?tl;ate inspiratory f :
Stage 2: Post- Evaluate the correctness and assign scores using GPT-4 to memory for model Consumer mutple i D“t 9 i | adequate i

| | LLaVA-Med . Train.ing ﬁTinyLLaVA-Med-Fllllu 2 our model’s responses. parameters, Er bodded GEU dlagnoi‘,tlc g ocler - (sRlicndeionis ® I
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| Quantization . _ . intermediate data, . Jetson AGX Orin sir%ultaneousl 5 @ j 1N

I / ~— 3 Offer detailed explanations on the evaluation process and activations, and « Al Performance: 275 y- . Report Generation by MLLM § I
N _ M model performance using GPT-4 to ensure clarity. additional data TOPS ® T /

| LLaVA-Med-Q TinyLLaVA-Med-FQ ttior + GPU: 2048-core @b ud [ I

) _ Normalize and compare the performance of various Slurng I ies. » Memory: 64GB B ool i

| (4'b't 8"’") (4'b't 8'bit> 4 models using a validation script 5 e 5 Follow Up Care I
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Experimental Results

Medical VQA Performance: 1 Memory Analysis: - - 1 EdgeAl Prototype:
3 TinyLLaVA-Med-F and quantized variants (FQ4, FQ8) L ? ' 4 TinyLLaVA-Med deployed on a consumer-grade

Dynamic memory reduced by Dynamic memory

| |
| |
' . N L 7 16 LElulgl 0 . . o '
l achieved competitive accuracy with minimal drop. 3 12 65%, static memory by 67% reduced by 89%, GPU, enhancing medical Al accessibility in low- 1
| - ic mem 0 - |
: _ VQA-RAD SLAKE PathVQA 5 ¢ jl .I B stafic memory by 90% resource environments. :
ode > .l m

! Open | Closed | Open | Closed | Open | Closed = 0 , _ , . . . . R —— |
| 16-Dbit 8-bit 4-bit Phi2 StableLM| 16-bit 8-bit 4-bit = | = |
, TinyLLaVA-1.5B (Baseline) 19.15 59.93 35.22 60.1 11.16 63.7 16-bit : :
\ Our Supervised finetuning results (MLLM Based Methods) L LaVA-Med Med-Moe TinyLLaVA-Med |

LLAVA 50 65.07 78.18 63.22 7.74 63.2
I lLLAVA-Med (LLama7B) 61.52 | 84.19 | 85.34 | 8534 | 37.95 | 91.21 dJ Memory-accuracy Tradeoff: i) |
| |lLLAvA-Med (Vicuna7B) 64.39 | 8198 | 84.71 | 83.17 | 38.87 | 91.65 70 & !
I IMed-Moe (Phi2:3.6B) 58.55 | 82.72 | 85.06 | 85.58 | 34.74 | 91.98 e 68 AF e Q8 !
| ol 8| = W StableLM

Med-Moe (StableLM:2.0B) 50.08 80.07 83.16 83.41 33.79 91.3 'g c é 66 FQS8 able _ !
| TinyLLaVA-Med-F (1.5B) 50.6 | 81.25 | 85.34 | 8543 | 39.25 | 90.56 o2 = A Phi¥ | | ava-MED® I
I 39 g ™ AFe4 o Q4 \
I GPT-4 Evaluation: ol & § 62 Provides a better memory- ’ I

. . ¢) << 60 |
: d The TinyLLaVA-Med family of models demonstrates © o ZEBLIEISY a0 Key References: :
I ove ra” robust accu racy In medad Ical COnversatlonS. 0 3 10 15  A. El Mir and L..T. .Luo.ga et al., “Advancing healthcare in |OW-F?SOUFC€ (?nVIronments ,
39 through an optimization and deployment framework for medical multimodal large

| Model Conv. |Desc. | X-Ray | MRI | Histology |Gross| CT Scan | Overall 37 - o language models,” in IEEE-EMBS BHI, 2024. |
! TinyLLaVA (1.5B)-Baseline | 40.87 |35.11| 45.08 (39.65| 39.86 |(35.03| 37 39.38 I T 35 A FQS | LLaVA-MED  B.Zhou et al., “Tinyllava: A framework of small-scale large multimodalmodels,” !
| LLavA-Med (Mistral7b) 59.57 |52.59| 64.04 |48.82| 63.68 |54.31| 56.89 | 57.77 o5 = AFQ4 - arXiv preprint arXiv:2402.14289, 2024. I
|  LLavVA-Med-Q8 (Mistral7b) |60.03 |50.23|61.71 |48.52| 63.21 |58.2| 55.22 | 57.49 o5 O 33 bt  C.Lietal., “Llava-med: Training a large language-and-vision assistantfor l
| [LLaVA-Med-Q4 (Mistral7b) | 58.65 48.94| 61 |47.96| 53.33 |53.33| 53.88 | 56.14 § e 3 31 FA o Q4 Provides a better memory- biomedicine in one day,” Advances in Neural Information ProcessingSystems, vol. |
| |Med-Moe (Phi2:3.6B) 55.49 |43.79| 60.37 |46.68| 55.91 |47.11| 51.4 | 52.46 o) o < 29 StabloL N accuracy tradeoff 36, 2024 |
I Med-Moe (StableLM:2.0B) | 52.99 [40.81|56.44 |44.29| 54.03 |50.37| 43.91 | 49.83 27 table e S.lJiang et al., “Moe-tinymed: Mixture of experts for tiny medical largevision- |
| [TinyLLaVA-Med-F (1.5B) 52.92 |41.04| 63.85 | 40.7 | 51.43 |52.02| 41.97 | 49.84 0 5 10 15 language models,” arXiv preprint arXiv:2404.10237, 2024 I
| [TinyLLaVA-Med-FQ8 (1.5B) | 53.8 |39.89) 63.13 |42.09| 54.96 |46.55 40.83 | 50.2 Dynamic Memory [GBs] * W. Bank, “Medical doctors per 1,000 people,” Jun. 2024, multiplesources compiled ||
\\TinyLLaVA-I\/Ied-FQ4 (1.5B) | 51.6 [38.07|59.42 [41.94| 49.43 |49.93| 40.42 | 48.09 A TinyLLaVA-MED Family @ LLaVA-MED Family B Med-Moe Family by World Bank — processed by Our World in Data |
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