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Abstract

Artificial Intelligence (Al) stands at the crossroads of content democratization and the potential
diminution of human creativity. This duality necessitates a comprehensive exploration, especially in an
era where Al virality and momentum are indisputable. On one end of the spectrum, Al has ushered in a
democratizing force in the content domain. It empowers accessibility, making vast knowledge bases
universally approachable through translation tools and other mediums, thus dismantling linguistic and
geographical barriers. Furthermore, Al's capability for personalization, through advanced algorithms,
ensures tailored content curation, resonating with individual preferences and thus fostering deeper
engagement. Tools equipped with Al functionalities amplify content generation, enabling even those with
limited expertise to contribute to the digital landscape. Moreover, the rise of voice assistants and
readability tools underlines Al's commitment to inclusivity, catering to a broader demographic, including
those with disabilities. However, this democratizing surge is not without its caveats. As Al continues to
streamline content generation and curation, there's a lurking threat of content homogenization. In their
quest for efficiency and relevance, algorithms inadvertently prioritize popular themes, side-lining niche
topics and potentially stifling diversity and innovation. This mass production of content, although
beneficial in propagating information, may inadvertently devalue individual human creativity and the

unique nuances it brings forth.

This study elaborates on the influences of Al on mass media and the prospects of moderating its impact on
communication. Using a mixed method approach to identify Al tools in Mass media, the study identifies
specific tools of general mass media with examples that have got boosted with Al applications. The study

also compares such the above with Al tools where use of human creativity will remain inexorable.
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Introduction

The interplay of Artificial Intelligence (Al) and human creativity in mass media is a dynamic and

multifaceted phenomenon. Al serves as a dual-edged sword, simultaneously acting as a

democratizing force for content accessibility and a potential threat to human creativity and its
uniqueness. On one hand, Al algorithms enhance content recommendation systems, enabling users
to access a diverse range of media tailored to their preferences, as seen in platforms like Netflix
and Spotify. On the other hand, the prospect of Al-generated content raises questions about the
future of human creativity in media production. Al-driven tools can automate tasks, such as
generating news articles or composing music, challenging the traditional roles of human creators.
(Team, 2023)

As Al continues its undeniable momentum, it is crucial to evaluate its impact on mass media
critically. By harnessing Al's capabilities to assist rather than replace human creativity, we can
unlock new realms of creative potential. Initiatives that encourage collaboration between humans
and Al, where Al complements human skills and augments the creative process, offer promising
pathways to navigate this evolving landscape. In this Al-driven age, it is imperative that educators
proactively shape the future of mass media to ensure that Al and human creativity coexist
synergistically, enriching media experiences and expanding the horizons of artistic expression.
(Bull, 2024)

On October 30™, the President of the United States of America issued an executive order to ensure
that Al advances equity and civil rights. The President directed the following additional actions
(Fact Sheet : President Biden Issues Executive Order on Safe, Secure, and Trustworthy Artificial
Intelligence, 2023) to ensure the way in seizing the promise and managing the risks of artificial
intelligence (Al). The Executive Order establishes new standards for Al safety and security,
protects Americans’ privacy, advances equity and civil rights, stands up for consumers and
workers, promotes innovation and competition, advances American leadership around the world,
and more. In addition, it i) provides clear guidance to landlords, Federal benefits programs, and
federal contractors to keep Al algorithms from being used to exacerbate discrimination. ii)
Addresses algorithmic discrimination through training, technical assistance, and coordination
between the Department of Justice and Federal civil rights offices on best practices for
investigating and prosecuting civil rights violations related to Al. iii) Ensures fairness throughout

the criminal justice system by developing best practices on the use of Al in sentencing, parole and
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probation, pretrial release and detention, risk assessments, surveillance, crime forecasting and

predictive policing, and forensic analysis.

Such an order lays bare the promise and the challenges of Al in policymaking. But Al also opens
up its vast potential in the field of Mass Media for common people. Such avenues are highlighted
in categories throughout this study showcasing the interplay of human creativity and technology
in the United States and India. We consider these two countries in the study, one being the oldest
democracy and the other the largest democracy, considering that Dital Communication and Al has

democratized content.

Purpose and Structure of the Study

The rapid ascent of Artificial Intelligence (Al) in the mass media domain and its transformative
impact on content dynamics necessitates a holistic analysis. The overarching purpose of this study
is threefold:

To explore the depth and breadth of Al's influence on mass media, mapping its trajectory from the

early integrations to its current pervasive presence.

To critically examine the juxtaposition of Al-driven content strategies against traditional and social
media paradigms, highlighting both the efficiencies gained and the challenges introduced.

To probe into the broader implications of this Al-led revolution, especially in the context of content

diversity, human creativity, and ethical considerations.

Background of Al in Mass Media: From Traditional to Transformational

The integration of Artificial Intelligence (Al) into the mass media landscape has revolutionized
the way content is created, curated, and consumed. To understand this seismic shift, it's essential

to look back at the trajectory of media evolution.

Traditional Media: Traditional media, encompassing print (newspapers, magazines) and broadcast
(television, radio), has for long been a cornerstone of information dissemination. This one-to-many
communication model was characterized by centralization, with a handful of powerful entities
determining content for the masses. Editorial decisions were based largely on journalistic instincts,
experience, and periodic audience research, making content delivery a largely static and periodic
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endeavour.

Emergence of social media: With the dawn of the digital age, social media platforms emerged as
game-changers. They democratized content creation and consumption, enabling a many-to-many
communication model. (Petey, 2012) Now, anyone with an internet connection could be both a
creator and a consumer. The instantaneous feedback loop on platforms like Facebook, Twitter, and
Instagram meant that content could be more reactive and adaptive to audience preferences.
However, with billions of content pieces being generated daily, there arose a need for sophisticated

curation mechanisms.

Al's Foray into Media: Al stepped into this breach, providing technical tools capable of sifting
through vast content pools to deliver personalized experiences (Malhotra, 2021). Algorithms began
determining what news articles you'd see on your feed, what videos were recommended to you on
YouTube, or what music Spotify thought you'd like next. Beyond curation, Al tools started aiding
content creation, with chatbots generating news reports and deepfake technologies producing

eerily realistic media content.

The challenge, therefore, lies in harnessing Al's potential without overshadowing human
creativity. Strategies such as interdisciplinary Al literacy programs can be pivotal. These programs
can foreground questions of Al control, ethics, and responsibility by fusing insights from both the
sciences and humanities. The International Association for Media and Communication Research
(IAMCR) further suggests actionable frameworks like championing equitable access, refining
intellectual property rights in the Al-dominated era, and intensifying research into synthetic

media’s implications (Research, 2023).

While Al's democratizing power in content is revolutionary, ensuring it complements rather than
competes with human creativity is paramount. The journey involves a balanced synergy between
technological advancements and human ingenuity, ensuring that Al's momentum remains ethical

and beneficial.

Purpose and Structure of the Study
The rapid ascent of Artificial Intelligence (Al) in the mass media domain and its transformative
impact on content dynamics necessitates a holistic analysis. The overarching purpose of this study

is threefold:
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To explore the depth and breadth of Al's influence on mass media, mapping its trajectory from the

early integrations to its current pervasive presence.

To critically examine the juxtaposition of Al-driven content strategies against traditional and social
media paradigms, highlighting both the efficiencies gained and the challenges introduced.

To probe into the broader implications of this Al-led revolution, especially in the context of content
diversity, human creativity, and ethical considerations.

Background of Al in Mass Media: From Traditional to Transformational
The integration of Artificial Intelligence (Al) into the mass media landscape has revolutionized
the way content is created, curated, and consumed. To understand this seismic shift, it's essential

to look back at the trajectory of media evolution.

Traditional Media: Traditional media, encompassing print (newspapers, magazines) and broadcast
(television, radio), has for long been a cornerstone of information dissemination. This one-to-many
communication model was characterized by centralization, with a handful of powerful entities
determining content for the masses. Editorial decisions were based largely on journalistic instincts,
experience, and periodic audience research, making content delivery a largely static and periodic

endeavour.

Emergence of social media: With the dawn of the digital age, social media platforms emerged as
game-changers. They democratized content creation and consumption, enabling a many-to-many
communication model. (Petey, 2012) Now, anyone with an internet connection could be both a
creator and a consumer. The instantaneous feedback loop on platforms like Facebook, Twitter, and
Instagram meant that content could be more reactive and adaptive to audience preferences.
However, with billions of content pieces being generated daily, there arose a need for sophisticated

curation mechanisms.

Al's Foray into Media: Al stepped into this breach, providing technical tools capable of sifting
through vast content pools to deliver personalized experiences (Malhotra, 2021). Algorithms began
determining what news articles you'd see on your feed, what videos were recommended to you on
YouTube, or what music Spotify thought you'd like next. Beyond curation, Al tools started aiding
content creation, with chatbots generating news reports and deepfake technologies producing

eerily realistic media content.
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Comparisons with Transformational Media

As traditional media undergoes a profound transformation with the integration of Al-generated
content, the landscape of journalism is evolving rapidly. From concealed connections within vast
datasets to the propagation of fake news by automated bots, the role of humans in news creation
is being redefined. In an insightful exploration of the present and future of algorithm-driven news,
Nicholas Diakopoulos, an expert in computer science and media, sheds light on the dynamic

intersection of technology and journalism.

In his book, Automating the News: How Algorithms Are Rewriting the Media (Diakopoulos,
Automating the News: How Algorithms Are Rewriting the Media, 2019), the author says that in
an era where self-driving cars and the automation of industries dominate headlines, the automation
of news production has remained somewhat overlooked. The author focuses this paradigm shift,
concentrating on the individuals responsible for storytelling—individuals who increasingly
collaborate with computer algorithms that are fundamentally reshaping how news is conceived,

disseminated, and received.

Unveiling the transformative impact of machine learning and data mining on investigative
journalism. Newsbots now engage with social media audiences, distributing stories and receiving
immediate feedback. Online media has evolved into a platform for the A/B testing of content,
providing valuable insights into audience preferences. Algorithms are even capable of drafting
specific types of news stories. These technological advancements empower media organizations
to conduct experiments, achieve economies of scale, and bolster the sustainability of journalism.
However, they also exert pressure on editorial decision-making, forcing journalists to navigate the

trade-off between quantity and quality in their work.

"Automating the News" dispels both the hype and fears surrounding journalistic algorithms by
delving into the inherent human influence within the automation process. While the effects of
automation run deep, the author demonstrates that journalists are unlikely to be displaced. Instead,
they adapt to new tools and methodologies, shaping stories differently but preserving their core
values. The human-algorithm hybrid emerges as the latest manifestation of the age-old tension

between commercial imperatives and journalistic principles.

The Disruptive Impact of Al

The disruption brought about by Al in mass media is multifaceted:
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a) Personalization at Scale

Al allows media platforms to tailor content for individual users based on their past behaviour,
preferences, and interactions, a feat unattainable by traditional media. In the United States the
following examples showcase the above-mentioned factor:

i) Netflix's Content Recommendation: Netflix, the popular streaming service, is renowned for its
effective content recommendation system powered by Al. By analysing user viewing history,
preferences, and interactions, Netflix suggests personalized movie and TV show
recommendations. This Al-driven personalization strategy has played a pivotal role in retaining

subscribers and driving engagement. At the same time, it has failed to provide access to

i1) The Washington Post's Heliograf: In the U.S., The Washington Post introduced "Heliograf," an
Al-driven reporting tool. Heliograf can generate automated news reports, particularly for data-
driven stories like election results or financial reports. While it doesn't replace human journalists,

it significantly augments their capacity to provide real-time coverage of large-scale events.
In India, the following examples show the scale of personalization.

iii) Inshorts Mobile App: In India, the Inshorts mobile app utilizes Al algorithms to deliver
personalized news summaries to users. By analysing user interests and reading habits, the app
curates a customized news feed with concise summaries of articles, allowing users to quickly catch

up on the latest news tailored to their preferences.

iv) YourQuote: YourQuote, an Indian start up, employs Al to empower writers and poets. The
platform uses natural language processing to analyse the emotions, themes, and sentiments in users'
writings. This enables personalized content recommendations and connects writers with audiences

who share similar interests and emotions.

These examples highlight how Al has disrupted traditional mass media by enabling personalization
at scale. Users in both the United States and India now receive content that aligns closely with
their interests and behaviours, a level of customization that traditional media struggles to achieve.
However, it's essential to balance the benefits of personalization with concerns about filter bubbles
and echo chambers, ensuring that Al-driven content recommendations remain diverse and

unbiased.
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b) Efficiency and Automation

Routine and data-intensive tasks, such as transcribing interviews or generating financial news
updates, can now be automated, allowing human journalists to focus on more complex,
investigative endeavours. Efficiency and automation have revolutionized many industries, and
journalism is no exception. Both India and the U.S. have seen significant advancements in the use

of technology for routine and data-intensive tasks. Here are examples from these countries:
United States:
i) Automated Transcription Services:

Otter.ai: Many journalists in the U.S. use Otter.ai to transcribe interviews. This Al-driven service
can transcribe live conversations and allows for easy search and collaboration, freeing journalists

to perform more analytical tasks.
i) Automated News Writing:

The Associated Press: AP uses Automated Insights' "Wordsmith" platform to generate financial
reports and sports stories. This automation helps in rapidly creating content immediately after the
data is released.

iii) Financial News and Analysis:

Bloomberg's "Cyborg": Bloomberg’s Cyborg technology can turn financial reports into news
stories almost instantaneously. This system allows journalists to focus on providing deeper insights
and analysis, while the routine task of data reporting is automated.

iv) Data Journalism and Investigations

The Washington Post's "Heliograf”: Initially used to automate the reporting of the 2016 Rio
Olympics and the U.S. election results, Heliograf has helped reporters by providing instant data-

driven articles, freeing up time for investigative journalism.
India:

i) Automated Transcription Services:
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Startups like Verbit.ai: This Al-powered transcription service has been utilized by Indian media
to transcribe interviews. It uses a combination of machine learning and human transcribers to

ensure high accuracy, thus saving time for journalists.
i) Automated Content Creation:

Times Internet's Colombia Audience Network: Leveraging Al to personalize content and ads for
viewers, this platform automates the delivery of news content to the audience. It can analyse user
behaviour to predict which news is more likely to engage readers.

i) Financial News Updates:

Moneycontrol's 'Markets Mojo': This platform uses algorithms to analyse and provide updates on

stock performances and financial markets, delivering quick and data-driven insights to its users.
iv) Data Journalism:

India Spend: Employs automation tools to collect and analyse large data sets to produce

comprehensive reports on various subjects, from economics to public health.

In both countries, these examples represent the growing trend of integrating Al and machine
learning technologies into the newsroom. They enable human journalists to delegate routine, time-
consuming tasks to machines, thereby allowing them to engage in more nuanced, qualitative

reporting and storytelling that require a human touch.

c) Enhanced Audience Engagement
With Al-driven insights, media outlets can gauge audience sentiment in real-time, adapt content
strategies instantaneously, and foster deeper user engagement.

Enhanced audience engagement through Al-driven insights is crucial for media outlets aiming to
tailor their content to viewers’ preferences and maintain their attention. Here are some examples
from the U.S. and India where Al is used to understand and engage with audiences more
effectively:

United States:

i) The New York Times:

CCBY-NC-ND 4.0 24 ©COMMUNICATION



Azim, S. (2024). From Newsrooms to Chatrooms: The Interplay of Al, Creativity, and Mass Communication in
the Digital Age. Communication, 1(1), 16-42

The New York Times uses Al and machine learning to analyse data on how readers interact with
their articles. The insights gained help to optimize content delivery, improve design layouts, and

personalize recommendations, resulting in increased user engagement.
i1) The Washington Post’s 'Lingua Franca':

This Al-powered algorithm analyses reader comments to identify the most constructive
conversations. It's part of the Post's strategy to foster a better comments section and improve
engagement.

i) BuzzFeed:

BuzzFeed utilizes machine learning algorithms to analyse which articles are trending and predicts
which topics will engage readers. This insight helps in shaping their content strategy to keep

readers more engaged.
iv) CNN’s 'Eve':
CNN uses an in-house Al platform named 'Eve' to categorize content and understand audience

preferences across different platforms. This enables them to tailor content and push notifications

effectively to engage users better.
India:
i) Times Internet:

The digital arm of The Times Group uses Al to track reader preferences and content performance.
This information helps them to customize content for individual users and suggest articles that are

more likely to be of interest, which increases engagement and time spent on the site.
ii) The Quint:

This Indian news outlet uses analytics and Al tools to monitor how its content is performing in
real-time, enabling them to adapt their publishing strategy based on what types of stories are

resonating with their audience.

iii) India Today Group's 'AIRO":
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AIRO, the Al-powered tool by India Today Group, helps in understanding the type of content
consumed by its viewers. It not only suggests content to the users but also assists editors in making
data-backed decisions to increase engagement. Aajtak launched Anjana Om Kashyap 2.0, the Al
anchor modelled as one of their popular anchors while another Ai anchor Sana became popular

among audiences. (Desk, 2023)
iv) Network18:

Leveraging Al and machine learning, Network18 employs predictive analytics to understand
audience sentiment and preferences, which informs their content creation process and distribution

strategies.

These examples showcase how Al is instrumental in helping media outlets refine their approach
to content distribution and personalization. By using real-time analytics and predictive
modelling, organizations can create a more interactive and personalized experience for their

audiences, fostering loyalty and increasing the likelihood of sustained engagement.

d) Ethical and Authenticity Aspects

The rise of deepfakes and algorithmic biases introduce challenges related to content authenticity,
trustworthiness, and potential misinformation. At the end while traditional media laid the
foundation and social media democratized the landscape, Al is undeniably shaping the future of
mass media. Its profound influence and the ability to create bulk content in short time is redefining
the boundaries of content creation and consumption, presenting both unparalleled opportunities
and significant challenges. The proliferation of Al in mass media, while beneficial in numerous
ways, has also given rise to serious ethical considerations and authenticity concerns. Below are
examples that highlight issues related to deepfakes, algorithmic biases, and the potential for

misinformation in the United States and India.
United States
i) Deepfakes in Entertainment and Politics:

The U.S. has seen deepfakes that are so convincing they’ve raised alarms about the potential for
their use in creating fake news or influencing elections. An infamous example is the manipulated

video of Speaker Nancy Pelosi that was slowed down to make her appear impaired. (Check, 2023)
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ii) Algorithmic Bias in social media:

Social media platforms like Facebook and Twitter use algorithms that have been criticized for
reinforcing echo chambers and presenting biased content, which can skew public perception and
amplify polarization (Bounegru L. G.).

Algorithmic bias in social media refers to the propensity of the algorithms that curate content on
U.S. based platforms such as Facebook, Twitter, and YouTube to reinforce pre-existing user
beliefs and preferences, often at the expense of exposure to a diverse array of viewpoints. This
phenomenon can exacerbate echo chambers, where users are predominantly exposed to
information that reinforces their existing opinions, and can contribute to polarization within

society. Here are some specific examples and references that illustrate this aspect of Al:

e Facebook’s News Feed Algorithm: In 2016, controversy arose when Facebook was accused
of having political bias in its Trending Topics feature. An investigation by Gizmodo
suggested that conservative news was deliberately suppressed, although Facebook denied
these claims. Research by Eslami et al. in 2015 demonstrated that Facebook’s News Feed
could hide significant posts, even from close friends and family, due to algorithmic
curation, potentially narrowing users' perspectives (Motahhare Eslami, 2015). “I always
assumed that I wasn’t really that close to [her]”: Reasoning about invisible algorithms in
news feeds” was part of the proceedings of the 33rd Annual ACM Conference on Human
Factors in Computing Systems (pp. 153-162)).

o YouTube’s Recommendation Algorithm: A study by Zeynep Tufekci highlighted that
YouTube’s recommendation algorithm could lead users down a “rabbit hole” of
increasingly extreme content, potentially radicalizing viewers (Tufekci, 2018).

e Researchers at the University of California, Berkeley, found in 2020 that YouTube's
algorithm stopped promoting borderline content (content that comes close to violating
guidelines without actually doing so) after changes were made by the platform. (Manoel
Horta Ribeiro, 2020) However, the historical influence of the algorithm on public discourse
before this change was significant. Auditing radicalization pathways on YouTube was
produced in Proceedings of the 2020 Conference on Fairness, Accountability, and

Transparency (pp. 131-141)).
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e Twitter’s Trending Algorithms: Studies, including one from the Pew Research Center, have
pointed out how Twitter’s algorithms promoted content that triggers strong emotional
reactions, which often means more polarizing and controversial content gets more visibility
(Hughes, 2019)

e [nstagram’s Algorithm: In April 2021, an internal study by Facebook (Instagram’s parent
company) indicated that Instagram is harmful for a significant percentage of teenagers,
particularly teenage girls, and that some of the blame lies with the algorithm’s curation of
content related to body image issues (internal company documents as reported by The Wall
Street Journal) (Noted, 2021).

e Bias in Content Moderation: It has been reported and studied that content moderation
algorithms may have biases against certain dialects or demographic groups. For example,
posts in African American Vernacular English (AAVE) have been disproportionately
flagged and removed on Twitter (Zo Ahmed, 2022). Automated Hate Speech Detection
and the Problem of Offensive Language was produced in Proceedings of the International
AAAI Conference on Web and social media (Vol. 11, No. 1)).

India
i) Deepfake Technology in Politics:

During Delhi’s legislative assembly elections, deepfake technology was used to create videos
where political leaders appeared to speak languages they did not know. This raised concerns about
the potential for misuse of deepfakes to spread misinformation. (Lyons, 2020). Recently, a deep
fake video of actress Rashmika Mandana took X by storm, shared widely but celebrities such as
Amitabh Bachhan had to come out against it. The Minister for Information Technology Rajiv
Chandrashekar gave a big warning regarding the video referring to the legal obligation under IT
rules of 2023 (Dutta, 2023).

i) WhatsApp and Misinformation:

India has faced significant issues with the spread of misinformation and rumours on WhatsApp,
which has led to real-world harm. The virality of content powered by Al algorithms can exacerbate

these issues, as sensational content is often more widely shared (Rueters, 2022).

iii) Algorithmic Bias in Job Hiring Platforms
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There have been instances where Al used for hiring has shown bias against certain demographics.
With India’s diverse population, such biases can have significant repercussions if not carefully
monitored and corrected. In 2018, it was reported that Amazon’s Al system was not rating
candidates in a gender-neutral way. The Al was found to be biased against women for technical
job postings because it was trained on resumes submitted to the company over a 10-year period,

most of which came from men, reflecting male dominance in the tech industry.
iv) Media Surveillance and Ethics

The use of Al in surveillance by Indian authorities has raised ethical concerns about privacy and

the potential for state-sponsored media manipulation.

In India, there have been concerns around 'Project Panoptic’, which is related to the Facial
Recognition Systems (FRS) being adopted by various law enforcement agencies across the
country. These systems, while intended to enhance security and policing effectiveness, have stirred
debates about mass surveillance and privacy infringement without comprehensive laws to

safeguard citizens' rights.

One specific example is the Delhi Police's use of facial recognition technology for the purpose of
identifying and profiling individuals during the 2020 Delhi riots. The technology was reportedly
used to sift through CCTV footage to identify individuals involved in the riots. However, activists
and privacy advocates raised concerns that the same technology could be used to surveil peaceful
protesters, political dissidents, or minority groups, potentially in violation of their privacy rights

and civil liberties.

These examples and references highlight the complexity of algorithmic bias in social media. While
algorithms are designed to maximize engagement, they can inadvertently prioritize divisive
content, thereby influencing public perception and discourse. The situation is continually evolving
as both the social media platforms and the research community attempt to understand and mitigate

these effects supported and abated by Al algorithms.
vi) Facial Recognition and Racial Bias:

Al-based facial recognition systems used by law enforcement have been found to have higher error

rates for people of color, leading to ethical concerns about their use and the potential for
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misidentification. Such as creation of a prompts for an Indian woman on openai may provide
middle aged, woman in Indian clothes and from a specific region while it may show other people

as foreigners.
vii) Content Moderation on YouTube:

YouTube’s algorithm has faced scrutiny for its role in promoting extremist content, as its
recommendation system sometimes leads users down a rabbit hole of radicalization in an effort to
keep viewers engaged. For example, misinformation during the COVID-19 Pandemic such as
against Tablighi Jamaat, the first victims of pandemic related misinformation in India (Sebastian,
2020).

Al indeed continues to shape the future of mass media, presenting new challenges that require
careful consideration and proactive measures. For instance, technology companies are developing
tools to detect deepfakes, and there is an increasing call for transparent Al, where algorithms can

be audited and their decisions explained.

News organizations, tech companies, and governments are wrestling with these issues, trying to
balance the benefits of Al in media with the need to maintain ethical standards and trust. The rise
of Al-driven media requires a concerted effort to uphold journalistic integrity, ensure the

authenticity of content, and mitigate biases in algorithms.

Regulations like the European Union’s General Data Protection Regulation (GDPR) and
discussions in the U.S. Congress about technology companies’ responsibilities hint at a future
where there is more control and oversight of Al in media. However, achieving this balance is
complex and ongoing, involving collaboration between technologists, ethicists, policymakers, and

the media industry to navigate this evolving landscape.

Al and Journalism

Al's integration into journalism has been a transformative force. Automated content generation,
natural language processing, and data-driven reporting are some of the Al-driven innovations
revolutionizing news production (What a difference a dataset makes? Data journalism and/as data
activism, 2018). Al-powered algorithms help in content curation, personalization, and

recommendation, altering how audiences engage with news. (Diakopoulos, Accountability in
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algorithmic decision making, 2016). These developments raise questions about the role of
journalists and the potential for Al to exacerbate biases (Simon, 2021) .

a) News Gathering and Analysis
e Reuters' Lynx Insight: Lynx Insight is an Al tool developed by Reuters which assists
journalists by pointing out trends, anomalies, and facts from large sets of data, which can
lead to stories that might otherwise not have been found.
e BBC's Juicer: BBC’s Juicer takes in thousands of articles from various news outlets,
automatically tagging and organizing content to help journalists research and find related

news stories efficiently.

b) Personalization of News Content
e The New York Times' Personalization Algorithms: The NYT uses Al to personalize article
recommendations on its website and apps, helping to increase reader engagement and time

spent on the platform.

c) Schibsted's Personalization Mechanisms
e Norwegian media group Schibsted employs Al to personalize news stories for individual

readers, adapting the content according to each user's behaviour and preferences.

d) Combating Fake News and Fact-Checking:

e Factmata: Factmata is an Al platform that helps brands, advertisers, and publishers combat
misinformation by assessing the quality and credibility of content. (Factmata, n.d.). It is a
work of Al that aspects cross examined in this article also produced those Al generated
tools and applications that establish the Al edge over manual search operations and the
ability to stand out over others human operated tools.

e Full Fact: Full Fact is a UK-based independent fact-checking charity that uses Al to
automatically identify claims in news articles, social media, and political speeches that
need to be fact-checked.

e) Audience Engagement and Sentiment Analysis
e The Guardian’s Ophan: An in-house analytics tool called Ophan, which helps editors at
The Guardian see how stories are performing and how readers are interacting with them in

real-time.
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e Hindustan Times' Content Recommendation: Al-driven recommendation engines used by
media outlets like Hindustan Times analyse reader preferences and push personalized

content to enhance user engagement.

These examples underscore Al's multifaceted role in modern journalism, from automating routine
tasks to assisting in complex investigative work. As the technology evolves, it is likely that we
will see even more innovative applications of Al in journalism, enabling journalists to meet the

demands of a rapidly changing news landscape.

Creativity and Al

The intersection of creativity and Al is explored through generative models like GPT-3 (et al,
2023). Al's ability to generate text, images, and even music challenges traditional notions of
creativity (Elgammal, 2019). While Al can assist and augment creative processes, it also raises
concerns about originality and authorship (Boden, 1990). The tension between human creativity

and Al assistance is an evolving research area (Wang, August 2023).
Example —
a) Al-Assisted Music Composition:

Imagine a platform that pairs musicians with Al to compose new pieces of music. Here’s how it

could work:

e i)Input Stage: A musician inputs a basic melody or chord progression into the Al system.
e i) Style Integration: The Al asks the musician to describe the desired style or to provide

examples of existing music to learn from.
b) Collaborative Iteration:

The Al generates a variety of possible continuations or harmonisations of the input melody.
The musician listens to these and provides feedback, which the Al uses to refine its subsequent

outputs.

i) Augmentation: Alongside composition, the Al suggests novel instruments or sounds that
could enhance the piece, pulling from a diverse database of timbres and textures, some of which

may include synthetic sounds that have never been used before.
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i) Lyric Generation: If the piece requires lyrics, the Al can also propose lyrical content
based on themes, moods, or stories provided by the musician.

iii) Final Composition: The musician and Al go back and forth in a dynamic loop until a
final composition is agreed upon.

iv) Performance Instructions: The Al could further assist in creating sheet music with

performance instructions, optimized for human musicians or for a digital performance.

v) Learning and Evolution: As the Al collaborates with more artists, it learns and becomes
more sophisticated in its suggestions, creating a feedback loop that continually enhances its
creative capabilities.

¢) Research and Development Considerations:

e Originality: The Al must ensure that the music it generates is not simply a recombination
of existing works but offers something new and potentially transformative.

e Ethics and Authorship: There must be clear guidelines on the ownership of the music
produced. Is it solely the work of the human musician, or does the Al also hold some form
of creative authorship?

e User Interface: The platform would need an intuitive interface that allows musicians to
easily interact with the Al, regardless of their technical expertise.

e Emotional Resonance: The Al would need to understand and incorporate emotional depth
into the music, which remains a significant challenge.

e Cultural Sensitivity: In generating music that takes cues from different cultures, the Al

must be careful not to appropriate or misrepresent cultural elements.

These examples demonstrate the potential of Al to not only augment human creativity but also to
push it in new directions by offering possibilities that may not have been considered before. The
creative process becomes a partnership, with the Al acting as both a tool and a collaborator,
expanding the horizon of human artistic expression. The ethical and philosophical questions it
raises about the nature of creativity and ownership are active areas of debate and provide fertile

ground for ongoing research and discussion.
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Ethical and Societal Implications

The integration of Al in mass communication brings forth ethical concerns. Issues such as
deepfakes, algorithmic bias, and privacy breaches pose challenges (GARY KING, August 2017).
Furthermore, Al's impact on employment in the media industry raises questions about job
displacement and retraining. Additionally, Al's role in shaping public opinion and political

discourse is a subject of intense debate (Tinnes, 2019)

The interplay of Al, creativity, and mass communication in the digital age has transformed how
information is produced, disseminated, and consumed. This literature review demonstrates the
evolution of mass media from its traditional roots to the Al-dominated landscape of today. As

technology continues to advance, understanding the implications of this interplay is crucial for

media professionals, scholars, and society at large.

Fig 1: Two images of Al generated famous Howrah bridge of Kolkata, created freely at Dalle E

a) The Democratizing Power of Al

Artificial Intelligence (Al) has significant democratizing potential, offering tools and technologies
that empower individuals and equalize access to information, resources, and opportunities across
different sectors. Below are some examples from India and the United States that illustrate this

potential.
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United States
e Civic Engagement: Al is being used to analyse public sentiment and feedback on social

media and other digital platforms. This can democratize policy-making by providing a
voice to those who might not attend town halls or civic meetings, allowing for more
representative feedback on public policy.

e Education: Al educational platforms like "Khan Academy" and "Coursera" offer
personalized learning experiences. They can adapt to the learning pace and style of each
student, making high-quality education more accessible to a wider population.

e Entrepreneurship: Al tools such as chatbots, market analysis, and customer service
automation are becoming more accessible to small businesses. This levels the playing field,
allowing small players to compete with larger corporations by improving their efficiency
and customer engagement.

e Legal Aid: Al-driven platforms like "DoNotPay" help individuals navigate legal
complexities by offering services ranging from contesting parking tickets to providing
guidance on housing rights, making the legal system more accessible to those who cannot

afford high legal fees.
India

e Healthcare Accessibility: Al-powered apps and platforms like "mfine™ offer Al-driven
consultations, which can be particularly beneficial in rural areas with limited access to
doctors (mFine, 2019). By democratizing healthcare information, these platforms can level
the playing field for those who previously had limited healthcare access.

e Agriculture: Al tools like "Plantix™ diagnose plant diseases and offer treatment solutions.
Small-scale farmers in India use their smartphones to capture images of sick crops, and Al
can provide actionable insights, helping improve crop yields and reduce losses.

e Education: Platforms like "BYJU'S™ use Al to personalize learning for students across
India. This helps in democratizing education by giving students from diverse backgrounds
access to quality educational materials and tailored tutoring, irrespective of their
geographical location.

e Financial Inclusion: Al-driven fintech services like "Paytm™” and "KhataBook" are

revolutionizing how small businesses and individuals access financial services. Al
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facilitates credit scoring and provides financial advice, making banking and finance more

accessible to the unbanked or underbanked population.

In both India and the United States, Al's capacity to analyse vast amounts of data can help identify
patterns and insights that would be impossible for humans to find on their own, leading to more
informed decision-making across all levels of society. This significantly reduce barriers to entry
in various sectors, from starting a new business to obtaining a quality education, thereby

democratizing access to opportunities that were once limited to those with significant resources.

b) The Democratizing Power of Al in Mass Media
Al has the potential to democratize mass media by offering new ways to produce, distribute, and
consume content. Below are specific examples from India and the United States that demonstrate

the democratizing power of Al in mass media.
United States and India

e Automated Video Editing: Al tools are enabling more creators to produce video content.
Platforms like "Lumen5" allow users to automatically convert blog posts and other text
content into engaging videos, democratizing video production for content creators with
limited editing skills or resources.

e Targeted Advertising: Al is used to analyse viewer data and present targeted
advertisements, which enables smaller businesses or local entities to reach relevant
audiences without the budget traditionally required for broad media buys.

e Podcasting: Al-powered services can transcribe, translate, and even generate synthetic
voices for podcasting, lowering the entry barrier for content creators who want to produce
podcasts in multiple languages or with high-quality production values without
corresponding high costs.

e Speech and Language Translation: Al-enabled tools are being used to translate content
into multiple Indian languages, effectively democratizing content for non-English speaking
audiences. This broadens the reach of media to include regional audiences who prefer
content in their native languages.

e Enhanced Accessibility: Al-driven services such as automated closed captioning and audio
descriptions are making content more accessible to individuals with disabilities, including

those who are deaf or hard of hearing and visually impaired.
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In both countries, Al's impact on mass media is prominent in how content is created, curated, and
distributed, enabling a more personalized experience and making it possible for a diverse range of
creators to participate in the media landscape. Al can streamline production processes, from
writing articles to editing videos, which opens up media creation to non-experts and contributes to

a more diverse set of voices and perspectives in the media.

Al -The Unifying Effect

In the annals of technological advancement, few innovations have shown the capacity to
democratize information and content dissemination as Artificial Intelligence (Al). Its integration
within mass media is revolutionizing the way content is produced, curated, and consumed. This
chapter delves into the democratizing potential of Al in mass media, exploring its multifaceted

contributions and its promise of fostering inclusivity and broadened accessibility.

e Universal Accessibility: One of Al's crowning achievements in mass media is the
dismantling of linguistic and geographical barriers. Through advanced translation tools,
regional content is made globally accessible, ensuring that the nuances of local narratives
are not lost. This broadened reach promotes cultural understanding and widens the scope
of audience engagement.

e Content Personalization and Engagement: With Al's advanced algorithms, mass media
platforms can curate content tailored to individual preferences. This ensures not just
consumption, but deeper engagement, as users find content more aligned with their
interests and inclinations. Such hyper-personalized feeds can drastically improve user
retention and foster a more connected audience base.

e Empowerment of Content Creators: Al's role isn't limited to content consumers; it
significantly empowers creators. With tools that amplify content generation, individuals
without extensive expertise can contribute meaningfully to the digital landscape. From
auto-editing tools to content recommendation systems, Al democratizes the creation
process, allowing a more diverse set of voices to be heard.

e Inclusivity Through Al: The advent of voice assistants, readability tools, and adaptive
content modifications underscore AI’s commitment to inclusivity. Those with disabilities

can engage with mass media in ways previously unimaginable. For instance, visually
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impaired individuals can consume written content through voice-assisted tools, ensuring

they aren't left out of the information loop.

Potential Pitfalls: Homogenization and Over-Reliance

Despite its democratizing force, Al's role in mass media is not devoid of challenges. The potential
for content homogenization exists, given that algorithms might prioritize popular themes and
inadvertently side-line niche topics. There's also the risk of an over-reliance on Al tools, which

may deter human creativity and lead to a saturated content landscape devoid of unique insights.

Homogenization

e Echo Chambers: Algorithm-driven content platforms often show users content similar to
what they have previously liked or interacted with. This can lead to the creation of "echo
chambers" or "filter bubbles," where users are repeatedly exposed to a narrow perspective,
reinforcing their existing views and isolating them from a diversity of viewpoints. For
instance, on social media platforms like Facebook or Twitter, the Al algorithms can create
homogenized information ecosystems that might contribute to societal polarization.

e Popular Content Overemphasis: Streaming services like Netflix or Amazon Prime Video
use Al to recommend content to users based on what is trending or popular among similar
viewers. This leads to a cycle where certain genres or types of shows are given more
prominence, while less mainstream content struggles to get noticed. As a result, unique and
innovative content do not receive the attention it deserves, leading to a less diverse media
landscape.

e Loss of Regional Content: In India, the increasing use of Al in streaming services has led
to a predominance of content in widely spoken languages like Hindi or English, potentially
overshadowing regional content in languages such as Marathi, Bengali, or Telugu, which

lead to a dilution of cultural diversity in media.

Over-Reliance
e Reduced Human Input in Journalism: In journalism, over-reliance on Al is problematic.
For instance, if news outlets rely heavily on Al for generating content, they reduce their
investment in human journalists. This has implications for investigative journalism and
nuanced reporting, which Al cannot fully replicate. The reduction in human journalists

leads to a content landscape that lacks depth and critical human insights.

CCBY-NC-ND 4.0 38 ©COMMUNICATION



Azim, S. (2024). From Newsrooms to Chatrooms: The Interplay of Al, Creativity, and Mass Communication in
the Digital Age. Communication, 1(1), 16-42

e Quality of Al-generated Content: While Al generates news articles, social media posts, and
even music or art, there is often a qualitative difference between Al-generated content and
that produced by humans. For example, Al-generated news articles are factually correct
but lack the narrative quality, emotional depth, and contextual understanding that a human
journalist can provide.

e Creativity at Risk: In creative industries, the use of Al tools for tasks such as writing scripts
or composing music leads to an over-reliance on patterns that have been successful in the
past. This stifles innovation and risks creativity, as Al prioritizes predictability over artistic
risk-taking. For example, music generated by Al might lean heavily on formulas that have
been hits, leading to a music scene that feels repetitive and lacks originality.

e Automation in Video Editing: The rise of Al in video editing, as seen with platforms like
Lumenb, leads to an abundance of stylistically similar videos, as users are likely to rely on
preset templates and formats. The convenience comes at the cost of originality and

distinctive creative styles.

To mitigate these risks, it's crucial for media producers and consumers to be aware of the
limitations of Al. Balancing Al's use with human oversight and encouraging diverse content
creation helps prevent the homogenization of media and ensures that Al serves as an aid to human

creativity, rather than a replacement.

Conclusion

The integration of Al in mass media is undeniably transformative. Its democratizing power has
ushered in an era of increased accessibility, inclusivity, and content diversity. However, it's
essential to be vigilant of its challenges and work towards harnessing its potential in a way that
complements human creativity. The goal remains to strike a balance, ensuring that Al's
democratizing momentum remains ethical, beneficial, and in tandem with the unique nuances that

human creativity brings forth.

In conclusion, Al tools in mass media offer a range of opportunities for content creation,
personalization, and data analysis. While Al boosts efficiency and extends reach, it is imperative
to balance its use with ethical considerations and human creativity. A hybrid approach that
combines Al's strengths with human judgment and oversight is likely to be the path forward in

moderating Al's impact on mass communication. (Arne Hintz, 2019)
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