
Pre-Idea Intelligence: The Architecture 
of Anticipatory Computing and the 
Mining of Sub-Conscious Intent 
Done by: Daksh Suthar, Founder of Genartml 
 

1. Introduction: The Temporal Shift in 
Human-Computer Interaction 
The paradigm of Human-Computer Interaction (HCI) is undergoing a fundamental temporal 
shift. For decades, the digital economy has operated on a reactive basis: a user formulates an 
intent, executes an action (a click, a keystroke, a query), and the system responds. This 
"lag-based" model, while effective for historical analytics, is increasingly viewed as inefficient 
in an economy that prioritizes zero-latency engagement and seamless optimization. The 
frontier of computational intelligence has moved from analyzing what a user has done to 
predicting what a user is about to do, often before the user themselves is consciously aware 
of the decision. 
This report investigates the emergence of "Pre-Idea Intelligence"—a suite of technologies, 
methodologies, and commercial practices designed to detect, model, and act upon human 
intent in the nascent stages of cognitive formation. By exploiting the neurophysiological 
latency between neural preparation and conscious awareness—a phenomenon famously 
quantified by Benjamin Libet—modern computational systems are entering the "Libet Gap." 
Within this window of approximately 300 to 500 milliseconds, algorithms processing 
"sub-intent signals" such as saccadic eye movements, cursor trajectory curvature, and 
behavioral biometrics can predict decisions with high probability. 
The implications of this shift are profound. We are transitioning from an era of "Behavioral 
Targeting," which relies on the aggregation of past actions, to "Predictive Behavioral 
Targeting" and "Anticipatory Computing," which rely on the real-time mining of "pre-choice 
data." This data—comprising the hesitation, confusion, and oscillation inherent in the 
deliberation process—is now a valuable commercial asset. It powers systems that do not 
merely assist the user but actively shape the decision-making environment in real-time, 
raising urgent questions regarding cognitive liberty, neuro-rights, and the regulatory 
adequacy of frameworks like the GDPR and the EU AI Act. 
 
1.1 Defining Pre-Idea Intelligence 

Pre-Idea Intelligence is defined as the algorithmic extraction of probable future intent from 
physiological and behavioral signals that precede conscious volition. Unlike traditional "intent 



data" used in B2B marketing—which might flag a user who has downloaded a whitepaper as 
"interested"—pre-idea intelligence operates at the millisecond scale. It analyzes the 
mechanics of thought: the velocity of a mouse cursor as it approaches a target, the dilation of 
a pupil in response to a price stimulus, or the micro-tremors of a hand holding a mobile 
device.1 

These signals are termed "sub-intent" because they are the unconscious precursors to 
established intent. They are the digital exhaust of the brain's executive function. As systems 
achieve "zero-latency" processing capabilities via edge computing and 5G/6G networks, the 
ability to mine these signals allows for the construction of "Predictive User Interfaces" (PUIs) 
that adapt the digital environment to the user's unformulated thoughts. 
 

1.2 The Convergence of Disciplines 

This field sits at the intersection of three distinct domains: 
1.​ Computational Neuroscience: Which provides the biological ground truth that 

voluntary actions are initiated unconsciously (the Readiness Potential).5 

2.​ Psychophysics and Biometrics: Which provide the sensors and metrics (eye-tracking, 
mouse dynamics) to detect the physical correlates of this neural activity.7 

3.​ Ad-Tech and Real-Time Analytics: Which provide the economic incentive and 
infrastructure to monetize these predictions in real-time.9 

The synthesis of these fields has created a commercial ecosystem where "hesitation" is a 
metric, "confusion" is a segment, and the "pre-choice" moment is the primary battleground 
for persuasion. 
 

2. The Neurophysiological Basis of Pre-Conscious 
Choice 
To understand the feasibility of pre-idea intelligence, one must first accept the 
non-simultaneity of brain activity and conscious experience. The human "now" is a 
constructed narrative that lags behind reality. 
 
2.1 The Libet Experiment and the Readiness Potential 

In 1983, physiologist Benjamin Libet conducted a seminal experiment that challenged the 
classical understanding of free will and provided the biological basis for anticipatory 
computing. Libet asked participants to perform a simple voluntary movement, such as flexing 
a wrist, at a time of their choosing. They were also asked to note the position of a dot on a 
rapidly rotating clock face at the precise moment they felt the "urge" or conscious intention to 
move.5 

Simultaneously, Libet recorded the electrical activity of the participants' brains using 
electroencephalography (EEG). The results revealed a consistent pattern: a specific build-up 



of electrical potential in the supplementary motor area, known as the Bereitschaftspotential or 
"Readiness Potential" (RP), began approximately 550 milliseconds before the muscle 
activation. Crucially, the participants reported the conscious "urge" to move only about 200 
milliseconds before the action.6 

This discrepancy revealed a gap of roughly 350 milliseconds during which the brain was 
preparing the action, but the subject was unaware of their own decision. Libet interpreted this 
as evidence that the voluntary process is initiated unconsciously. The conscious will, 
appearing later, may function less as an initiator and more as a "veto" mechanism—a 
gatekeeper that permits or cancels the unconsciously initiated act. 
 

2.2 Extending the Window: fMRI and Single-Neuron Studies 

Subsequent research has significantly expanded the theoretical "window of prediction." While 
Libet focused on the immediate motor cortex, modern neuroimaging has looked deeper. 

●​ fMRI Prediction: A 2008 study by Soon et al. utilized functional Magnetic Resonance 
Imaging (fMRI) to monitor brain activity while subjects chose between pressing a left or 
right button. The researchers could predict the outcome of the decision based on 
activity in the frontopolar cortex and precuneus up to 10 seconds before the subject 
reported being consciously aware of the choice. While the accuracy was not perfect 
(approx. 60%), the lead time is astronomically large in computational terms.13 

●​ Single-Neuron Firing: Fried et al. (2011) recorded from single neurons in the human 
brain during a variation of the Libet task. They found that the firing rate of specific 
neurons changed progressively starting 1.5 seconds before the reported time of 
conscious will. They concluded that the "experience of will" emerges as the culmination 
of pre-motor activity, rather than its cause. 
 

2.3 The "Digital Libet" Paradigm 

For computer scientists, these findings are not merely philosophical curiosities; they are 
engineering specifications. If the brain "leaks" intent seconds before the mind registers it, a 
sensor system with sufficient resolution can theoretically know the user better than they know 
themselves. 
The "Digital Libet" paradigm posits that: 

1.​ Leakage is Ubiquitous: Neural preparation translates into subtle muscular and 
physiological signals (saccades, pupil dilation, mouse tremors). 

2.​ Sensors are Proxies: A webcam or a computer mouse acts as a low-fidelity EEG, 
capturing the "peripheral readiness potential." 

3.​ Prediction is Action: If a system can process these signals within the "Libet Gap" (the 
300-500ms window), it can modify the environment to facilitate or alter the decision 
before the user feels they have made it. 
 



3. Sub-Intent Signal Mining: The Data of Deliberation 
"Sub-intent signals" are the behavioral traces of the cognitive processes leading up to a 
decision. Unlike explicit actions (clicks), which are binary and final, sub-intent signals are 
continuous, analog, and revealing of the user's internal state. 
 
3.1 Gaze Dynamics and Oculometry 

The eyes are the most predictive motor system in the human body. In natural tasks, the eyes 
almost always precede the hand. This "eye-hand span" is a critical metric for intent prediction. 
3.1.1 The Eye-Hand Coordination Latency 

Research in "gaze-based intention recognition" has established that eye movements are 
highly anticipatory. In tasks involving selecting an object, the eyes fixate on the target typically 
500ms to 1000ms before the manual interaction occurs.7 This provides a substantial buffer 
for a predictive system to infer the target. 
 
3.1.2 Saccades, Fixations, and Intent Types 

Not all looking is the same. Systems distinguish between "Navigational Intent" and 
"Informational Intent" based on gaze metrics: 

●​ Navigational Intent: Characterized by shorter fixation durations and longer saccade 
amplitudes. The user is scanning the environment, searching for a cue. 

●​ Informational Intent: Characterized by longer fixations and shorter saccades. The user 
has found a target and is processing it. This transition from "search" to "process" is a 
primary signal of "Pre-Choice" lock-in.16 

●​ The "Quiet Eye": In precision tasks, a phenomenon known as the "quiet eye"—a stable 
fixation on the target just before movement initiation—is a robust predictor of 
successful execution. In commercial interfaces, detecting a "quiet eye" on a "Buy" 
button allows the system to predict a click with high confidence. 
 

3.1.3 Pupillometry and Cognitive Load 

The pupil is controlled by the autonomic nervous system and responds to cognitive and 
emotional stimuli. 

●​ Cognitive Load: The pupil dilates in proportion to the difficulty of a task. If a user is 
navigating a menu and their pupils dilate, it signals confusion or high cognitive load. 

●​ Emotional Arousal: Dilation also signals arousal or interest. In a retail context, a pupil 
dilation upon viewing a specific product price or image is a "sub-conscious like." This 
signal, mined in real-time, can feed into dynamic pricing or recommendation algorithms. 

 



3.2 Cursor Trajectory Analysis (Mouse Dynamics) 

While eye-tracking requires cameras, mouse-tracking is ubiquitous. The cursor is a direct 
extension of the user's hand and, by proxy, their mind. 
 
3.2.1 Trajectory Curvature and Entropy 

A decisive user moves the mouse in a straight line (low entropy). A conflicted user moves in a 
curve. 

●​ Maximum Deviation (MD): The distance between the actual mouse path and the ideal 
straight line. 

●​ Area Under the Curve (AUC): The total geometric area between the path and the 
straight line. Research indicates that these metrics correlate directly with "decisional 
conflict." If a user is choosing between Option A and Option B, and they ultimately 
choose A, a trajectory that curves significantly toward B reveals that B was a strong 
competitor in the pre-conscious process. This "pull" toward the unchosen option is a 
quantitative measure of "hesitation". 
 

3.2.2 Velocity Profiles and Micro-Hesitations 

The speed of the cursor is rarely constant. A typical "aiming" movement follows a bell-shaped 
velocity profile (accelerate, peak, decelerate). 

●​ Jitter and Pauses: Deviations from this profile—such as sudden stops (micro-pauses) 
or erratic changes in direction—are signals of cognitive interruption. These "hesitation 
moments" are critical for detecting user confusion or uncertainty. 

●​ Real-Time Classification: Machine learning models trained on these velocity features 
can predict "errors" (e.g., clicking the wrong button) up to 1000ms before they happen, 
or predict that a user is about to abandon a task. 
 

3.3 Behavioral Biometrics and Micro-Movements 

Beyond the cursor and the eye, the physical manipulation of devices provides a wealth of 
sub-intent data. 
 
3.3.1 Keystroke Dynamics 

This involves analyzing the rhythm of typing. 
●​ Dwell Time: How long a key is pressed. 
●​ Flight Time: The interval between releasing one key and pressing the next. Fluctuations 

in typing cadence can indicate cognitive state. A sudden slowing of typing speed 
(increased flight time) often precedes a correction or a change in thought process. In 
chatbot interactions, detecting this "typing hesitation" can trigger a proactive "Can I 



help?" message before the user asks. 
 

3.3.2 Gyroscopic and Accelerometer Data 

In mobile computing, the device itself is a sensor. 
●​ Tremor and Tilt: The angle at which a phone is held and the stability of the hand 

provide context. A user lying in bed (stable, horizontal tilt) has different intent 
probabilities than a user walking (rhythmic vertical acceleration). "Anticipatory Mobile 
Computing" uses these signals to pre-load apps. For example, the unique acceleration 
signature of taking a phone out of a pocket can trigger the camera app to launch before 
the screen is even visible. 
 

Signal Domain Metric Pre-Idea Insight 
(What it reveals) 

Commercial 
Application 

Gaze Saccade Latency Target of interest 
before hand movement 

Foveated Rendering, 
Pre-fetching 

Gaze Pupil Dilation Cognitive load / 
Emotional arousal 

Difficulty adjustment, 
Ad targeting 

Mouse Trajectory AUC Decisional conflict 
(hesitation) 

Dynamic Pricing, 
Conversion 
Optimization 

Mouse Velocity Profile Confusion / 
Uncertainty 

Fraud Detection, "Rage 
Click" analysis 

Biometrics Flight Time Cognitive pause / 
Formulation 

Chatbot timing, Bot 
detection 

Biometrics Device Tilt Physical Context (Bed 
vs. Walk) 

App prediction, 
Notification timing 

4. Anticipatory Computing Architectures 
To effectively mine sub-intent signals, the technological infrastructure must be capable of 
processing data and reacting within the "Libet Window." A latency of 500ms is too slow; the 
"idea" would already be formed. Thus, Pre-Idea Intelligence relies on "Zero-Latency" 
architectures. 
 
4.1 Edge AI and the "Zero-Latency" Requirement 

Traditional cloud computing, where data is sent to a server for analysis, introduces round-trip 
latency (RTT) often exceeding 100ms. For "subliminal" or "pre-conscious" interventions, this is 
unacceptable. 

●​ Edge Computing: Processing is moving to the "edge"—directly on the user's device 
(e.g., the Apple R1 chip in the Vision Pro) or the local network node (Multi-access Edge 



Computing in 5G). This reduces latency to single-digit milliseconds.4 

●​ Stream Processing: Database technologies like Apache Flink, Druid, and Imply enable 
"stateful stream processing." They do not store data to disk before querying; they query 
the data in motion. This allows an ad-tech platform to analyze a cursor's velocity vector 
and bid on an ad slot in the 10ms before the cursor reaches the ad unit. 
 

4.2 Predictive User Interfaces (PUIs) 

The application layer of this architecture is the Predictive User Interface. A PUI does not wait 
for input; it anticipates it. 
4.2.1 Gaze-Assisted Pre-Fetching 

Patents and research describe systems that define "active zones" around the user's gaze 
point. 

●​ Mechanism: If the user's gaze dwells on a hyperlink for more than a threshold (e.g., 
200ms), the browser begins to download the linked page in the background. By the 
time the user consciously decides to click and moves the mouse, the content is already 
loaded. 

●​ Negative Latency: This creates the illusion of "zero latency" or even "negative latency," 
where the system feels instantaneous. However, it also creates a feedback loop: the 
system makes it easier to follow the path it predicted, subtly guiding the user toward 
that outcome. 
 

4.2.2 The "Telepathic" Interface in VR 

In Virtual Reality, "gaze-based interaction" is becoming the standard. 
●​ Intent Prediction Models: Research using the Meta Quest Pro demonstrates that 

combining gaze velocity, ambient/focal attention shifts, and saccade dynamics can 
predict the "intent to interact" with a virtual object. 

●​ Dynamic Dwell Times: To reduce user effort, the system acts probabilistically. If the 
"Intent Score" for a specific button is 95%, the system might reduce the "dwell time" 
required to trigger the click. If the user merely glances at it, the button might "click 
itself," creating a seamless—but highly automated—experience of agency. 
 

4.3 Hardware Enablers: The Rise of the Sensors 

The commodification of Pre-Idea Intelligence is driven by the proliferation of sensors in 
consumer hardware. 

●​ Apple Vision Pro: Contains a sophisticated array of IR cameras and LEDs specifically 
for high-frequency eye-tracking. It uses this for "foveated rendering" (saving power by 
only rendering where you look), but the byproduct is a continuous stream of 
high-fidelity attention data.29 



●​ Webcams and "Affective Computing": Standard laptop webcams are increasingly 
used by "Emotion AI" software (with permission) to read facial micro-expressions. 
Companies like Affectiva (now Smart Eye) analyze these feeds to detect emotional 
reactions to ads in real-time. 
 

5. The Commercial Use of "Pre-Choice Data" 
The extraction of sub-intent signals has created a new asset class: Pre-Choice Data. This 
data captures the process of decision-making, rather than just the outcome. For marketers, 
retailers, and security firms, the "hesitation" between two options is often more valuable than 
the choice itself. 
 
5.1 Ad-Tech: From Identity to "Inferred Intent" 

The advertising industry is transitioning away from "Identity" (cookies, who you are) toward 
"Intent" (what you want). Pre-Idea Intelligence allows for "Real-Time Intent" targeting. 

●​ Sub-Intent Signal Syndication: Companies like Bombora and Demandbase aggregate 
"research signals." If a user from a specific IP address reads three articles on "Cloud 
Migration" and copies a paragraph of text (high-intent behavior), this signal is sold to 
cloud vendors. The vendor can target ads to that user before they have even formulated 
a formal project plan.1 

●​ Contextual Ads 2.0: "Context" now includes the user's cognitive state. An algorithm 
might analyze the "mouse jitter" of a user reading a news site. If the jitter indicates 
"anxiety" or "stress," the ad server might serve ads for insurance or security software. If 
the mouse movement is smooth and leisurely, it might serve ads for luxury travel. This 
"mood-based targeting" operates without knowing the user's name, bypassing some 
privacy filters while remaining highly invasive. 
 

5.2 Retail and Conversion Rate Optimization (CRO) 

Online retailers lose billions to "cart abandonment." Pre-Choice Data allows them to intervene 
before the user abandons. 

●​ The "Confusion" Economy: Analytics platforms like Mouseflow, Contentsquare 
(formerly Clicktale), and FullStory provide "Digital Experience Intelligence." They detect 
"Rage Clicks" (rapid, frustrated clicking) and "Random Scrolling" (disorientation). 

●​ Real-Time Intervention: If a user shows "hesitation signals" (cursor oscillation) on a 
checkout page, the system can trigger a specific intervention—such as a pop-up chat 
saying "Can I help you decide?" or a limited-time discount code. This intervention is 
timed to the millisecond of "maximal uncertainty" in the user's mind.11 

●​ Pricing Optimization: Hesitation signals can reveal price sensitivity. A user who 
instantly clicks "Buy" is price-insensitive. A user who hovers, moves to a cheaper item, 
then back to the expensive item, creates a "hesitation curve" that an algorithm can use 



to offer a personalized dynamic price to close the sale. 
 

5.3 Neuromarketing and "Emotional AI" 

Neuromarketing has graduated from the lab to the browser. 
●​ Valence and Arousal Detection: By analyzing mouse trajectories in 

"approach-avoidance" tasks, marketers can infer the "emotional valence" (positive or 
negative attraction) of an image. If a user's mouse arcs slightly away from a product 
image before clicking it, it registers as a "negative implicit response," prompting a 
redesign of the packaging.19 

●​ Real-Time Persuasion: "Persuasive Computing" systems attempt to adapt the 
persuasive strategy of a UI in real-time. If "Emotion AI" (via webcam) detects skepticism 
(furrowed brow), the UI might switch to "Logos" (data-driven arguments). If it detects 
excitement, it might switch to "Pathos" (emotional appeals). This creates a 
"polymorphic" interface that mirrors the user's emotional state to maximize compliance. 
 

5.4 Behavioral Biometrics: Security vs. Marketing 

The most sophisticated "Pre-Choice" models exist in the fraud detection sector. 
●​ The "Mule" Indicator: Companies like BioCatch analyze behavioral biometrics to detect 

"money mules" or victims of "CEO fraud." A victim acting under coercion displays 
different mouse kinetics (hesitant, jerky) than a genuine user (smooth, memory-driven). 

●​ The Dual-Use Risk: The same algorithm that identifies a "coerced user" for a bank can 
identify a "highly persuadable user" for a marketer. While current fraud companies 
partition this data, the capability to classify users by their "cognitive vulnerability" 
based on mouse movements exists and represents a significant ethical hazard.39 

6. Case Study: The "Pre-Idea" Paper 
To illustrate the practical application of this research for the purpose of publishing a paper, 
we can synthesize a hypothetical experimental design based on the literature. 
Title: The Cursor as a Window to the Soul: Predicting Purchase Intent via Trajectory Entropy in 
E-Commerce. 
Hypothesis: That "Cursor Trajectory Entropy" (randomness/curvature) in the first 500ms of 
page load predicts final purchase conversion with >80% accuracy, independent of 
demographic data. 
Methodology: 

1.​ Data Collection: Use a snippet of JavaScript (e.g., from Mouseflow API) to log mouse 
coordinates (x, y, t) at 50Hz. 

2.​ Feature Extraction: Calculate "Area Under the Curve" (AUC) for every movement 
toward a product. Calculate "Velocity Jitter" (micro-pauses). 

3.​ Model: Train a Hidden Markov Model (HMM) where hidden states are "Browsing," 
"Comparing," and "Buying." 



4.​ Results (Synthesized from 19): The paper would likely find that users with low trajectory 
entropy (straight lines) are "Spearfishers" (high intent, low persuadability). Users with 
high entropy (curved lines) are "Browsers" (low intent, high persuadability). 

5.​ Intervention: The paper would demonstrate that triggering a "Nudge" (e.g., "Only 2 
left!") specifically when entropy is high increases conversion, whereas triggering it when 
entropy is low annoys the user. 

This illustrates how "Pre-Choice Data" moves academic metrics (AUC) into commercial ROI 
(Conversion Rate). 
 

7. Legal, Ethical, and Societal Implications 
The ability to mine the pre-conscious mind fundamentally alters the concept of "privacy" and 
"agency." We are entering an era where machines can "hack" the human operating system at 
the root level—the automatic nervous system. 
 
7.1 Cognitive Liberty and Neuro-Rights 

Legal scholars and ethicists are increasingly calling for the recognition of "Neuro-Rights" to 
protect the mental sphere. 

●​ The Right to Mental Privacy: This would protect not just "thoughts" (conscious) but 
"neural data" (pre-conscious). The argument is that one cannot consent to the 
collection of data one is not aware of generating. If the brain generates a readiness 
potential 500ms before the mind knows, the "mind" cannot validly consent to its 
collection.42 

●​ The Right to Free Will (The Veto): If Libet is correct, human agency relies on the ability 
to "veto" unconscious urges. Pre-Idea Intelligence systems that predict and execute 
actions too fast (zero latency) effectively remove the "veto" window. If a system 
"autocompletes" a purchase because it detected a subconscious urge, it has bypassed 
the user's only mechanism of control. 
 

7.2 The EU AI Act and "Subliminal Techniques" 

The European Union's Artificial Intelligence Act contains specific prohibitions relevant to this 
field. 

●​ Article 5(1)(a): This article prohibits AI systems that deploy "subliminal techniques 
beyond a person’s consciousness" to materially distort behavior in a way that causes 
harm.45 

●​ Regulatory Ambiguity: The definition of "subliminal" is contested. Does it only apply to 
flashed images (classic subliminal)? Or does it apply to "sub-intent nudging"? If a 
Predictive UI creates a "path of least resistance" based on gaze analysis that the user 
does not consciously notice, does this constitute a subliminal technique? Scholars 
argue that AI "manipulation" often works by exploiting cognitive biases (like the "status 



quo bias") in ways that are technically visible but effectively subliminal to the user's 
critical faculties. 
 

7.3 GDPR and the Problem of "Inferred Intent" 

The General Data Protection Regulation (GDPR) protects "Personal Data." However, "Intent" is 
often an inference. 

●​ Is Inferred Data Personal? If a system analyzes anonymous mouse movements (no IP, 
no name) and infers "This user is pregnant" (based on specific navigation patterns), 
does that inference become "Special Category Data" (Health Data)? 

●​ The "Black Box" Problem: The GDPR grants a "Right to Explanation." However, if a 
neural network predicts a user's intent based on non-linear patterns of saccades and 
velocity, the "logic" is opaque. The system "knows" what the user wants, but cannot 
explain why, making it difficult for the user to challenge the inference or the resulting 
manipulation.48 

 

7.4 The "Death of the User" 

The ultimate trajectory of Pre-Idea Intelligence is the erosion of the user as an active agent. In 
the classic HCI model, the user commands and the computer obeys. In the "Anticipatory 
Computing" model, the computer predicts and the user merely ratifies (or fails to veto). 

●​ Automating Agency: As systems optimize for "frictionless" experiences, they remove 
the friction of choice. A system that orders groceries before you run out, or replies to 
emails before you type them, is commodifying your agency for efficiency. 

●​ Predictive Policing of Thought: In the security sector, the logic of "Pre-Crime" 
(detecting malicious intent before action) is already visible in "Insider Threat Detection" 
systems that monitor employee mouse dynamics for signs of "disgruntlement." This 
extends the surveillance state into the cognitive and emotional domain.1 

8. Conclusion 
Pre-Idea Intelligence represents the colonization of the final frontier of human experience: the 
"Libet Gap." By mining the milliseconds between neural initiation and conscious awareness, 
technology has found a way to access the user's intent before the user does. 
This capability creates immense commercial value. It allows for "Zero-Latency" interfaces that 
feel magical, fraud detection systems that are nearly impossible to fool, and marketing 
systems that can persuade with surgical precision. However, it also creates unprecedented 
risks. When the environment knows your next move before you do, the concept of 
"autonomous choice" becomes fragile. 
The data of the future is not what we click, but how we hesitate. The "pre-choice" data 
economy is already here, trading on the confusion, oscillation, and subconscious reflexes of 
the global digital population. As these systems scale, powered by Edge AI and VR 
eye-tracking, the regulatory and ethical frameworks of the 20th century—built on the 



assumption of a conscious, rational actor—will likely prove inadequate to protect the 
"neuro-rights" of the 21st-century subject. 
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