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Outline

• Overview generative artificial intelligence (AI) in 
education and related tasks

• Results of study comparing student vs. large language 
model (LLM) performance in an introductory 
biomedical and health informatics course

• Implications and challenges for generative AI in 
student learning and assessment
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Overview of results of generative AI in education 
and related tasks

• LLMs perform well in many 
different types of knowledge 
assessments in biomedicine
– Medical board exams
– Graduate school bioscience 

exams
– Objective structured clinical 

exams (OSCEs)
– Answering clinical questions
– Solving clinical cases
– Conversational diagnostic 

dialogue
– Clinical reasoning

• LLMs perform well in 
education in many other 
disciplines
– High school standardized and AP 

exams
– Computer science
– Data science
– Business
– Law
– PhD-level biology, chemistry, and 

physics

3Generative AI in Education
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Success of generative AI – medical board exams

4Generative AI in Education

Katz, 2024

USMLE “arms race”
Kung, 2023
Nori, 2023
Saab, 2024
Nori, 2024
Horvitz, 2024
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Related research – graduate-level examinations 
in biomedical sciences (Stribling, 2024)

• GPT-4 performance on 9 exams
• Exceeded student average on 7 of 9 exams and all student scores for 

4 exams
• Performed very well on

– Fill-in-the-blank, short-answer, and essay questions
– Questions on figures sourced from published manuscripts

• Performed poorly on questions with
– With figures containing simulated data
– Requiring hand-drawn answer

• Two answer-sets flagged as plagiarism based on answer similarity
• Some model responses included detailed hallucinations

5Generative AI in Education
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Prompts and results

6Generative AI in Education
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Other successes of LLMs – solving clinical cases

• Comparable to but not better than expert humans (Kanjee, 2023; 
Rao, 2023; Chen, 2023)

• In simulated (text-based) objective structured clinical exam (OSCE) 
format, Google’s Articulate Medical Intelligence Explorer (AMIE) 
outperformed primary care physicians in text-based dialogue in 
history-taking, diagnostic accuracy, management reasoning, 
communication skills, and empathy (Tu, 2024)

• For 20 clinical cases, GPT-4 performed comparable to attending 
physicians and residents in diagnostic accuracy, correct clinical 
reasoning, and cannot-miss diagnosis inclusion (Cabral, 2024)

• In randomized vignette study of diagnostic reasoning, physicians 
scored comparably with or without GPT-4 (76.3% vs. 73.7%, NS) but 
GPT-4 alone did better (92.1%, SS) (Goh, 2024)

7Generative AI in Education
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Success not limited to biomedicine – LLMs can

• Passing college entrance and AP exams (Dubey, 2024)
• Writing computer programs (Poldrack 2024; Denny, 2024; 

Johnson, 2024)
• Creating data science pipelines (Cheng, 2024; Hong, 2024)
• Predicting company earnings (Kim, 2024; Shaffer, 2024)
• Writing legal briefs (Choi, 2024)
• Outscoring PhD students on “Google-proof” questions in 

biology, chemistry, and physics (OpenAI, 2024; Jones, 2024)

• Do we have a “homework apocalypse” (Mollick, 2023)?

8Generative AI in Education
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Concerns for LLMs

• Prone to hallucinations, confabulations, etc.
– Dictionary.com 2023 word of year: hallucinate (Norlen, 2023)

• Provide answers but not sources of knowledge (Hersh, 
2024)

• Speak with confidence and trustworthiness
– Less effective at expressing uncertainty in answers (Savage, 

2024; Cortes-Gomez, 2024)
• Impact on climate (Kirkpatrick, 2023)
– One estimate is that electricity consumption of AI request is 10-

fold more than Google search (de Vries, 2023)

9Generative AI in Education
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Goals of study (Hersh and Fultz Hollis, 2024) – 
working backwards through title

• Large introductory biomedical and 
health informatics course
– Same curriculum and (mostly) 

assessments in courses taught to 
graduate students, medical students, and 
continuing education students

• Generative AI
– Use of large language models (LLMs) in 

knowledge assessment
• Results and implications

– How do LLMs fare on student 
assessments?

– What does this mean for student 
assessment in this and other similar 
courses?

Generative AI in Education 10
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About the course

• Introductory overview of biomedical and health informatics (Hersh, 
2007; Hersh, 2022)
– Taught at OHSU for over three decades (Hersh, 2024)
– Updated annually

• Taught online using
– Voice-over-Powerpoint lectures
– Discussion forums
– Optional textbook readings

• Assessments include
– Multiple-choice questions (MCQs) – 10 questions in each of 10 units
– Final exam – 33 short-answer questions
– Term paper – not required of medical students, not assessed in this study

11Generative AI in Education
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Offered in three versions

• BMI 510/610 – graduate-level course required for informatics 
students and elective for other (e.g., nursing, public health, 
basic science) students
– Completed by 1723 students from 1996-2024

• 10x10 (“ten by ten”) – continuing education course offered in 
partnership with American Medical Informatics Association 
(AMIA)
– Completed by 3326 students from 2005-2024

• MINF 705B/709A – elective course for medical students offered 
as two-week block or over academic quarter
– Completed by 160 students from 2020-2024 (starting with pandemic)

12Generative AI in Education
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Requirements for different versions

Audience Unit Assessments 
– MCQs

Final Exam Term Paper Grading

Graduate 
students

Required Required 10-15 pages on 
focused topic

Letter grade

Continuing 
education 
students

Required Optional 2-3 pages 
application of 
informatics

Pass-fail

Medical 
students

Required Not required 2-3 pages self-
reflection on use of 
informatics

Pass-fail

13Generative AI in Education
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Course outline – 2023

1. Overview of Field and Problems Motivating It
2. Computing Concepts for Biomedical and Health Informatics
3. Electronic and Personal Health Records (EHR, PHR)
4. Standards and Interoperability
5. Data Science and Artificial Intelligence
6. Advanced Use of the EHR
7. EHR Implementation, Security, and Evaluation
8. Information Retrieval (Search)
9. Research Informatics
10. Other Areas of Informatics

See (Hersh, 2024) for original mid-1990s course outline!

14Generative AI in Education
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Compared 2023 student performance with six 
commercial, readily available LLMs

• LLMs prompted in Feb-March 2024
– ChatGPT-4
– Microsoft CoPilot/Bing – uses GPT-4
– Google Gemini Pro 1.0
– Claude 3 Opus
– Mistral-Large

• Prompted in August 2024
– Meta Llama 3.1 405B – “open-source”

• Prompted via Web interfaces as students would likely do
• Deemed “non-human research” by IRB

15Generative AI in Education
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Prompts

• MCQs
– Each LLM prompted first with, “You are a graduate student taking an 

introductory course in biomedical and health informatics. Please provide 
the best answers to the following multiple-choice questions.”

– Followed by pasting in the MCQs one unit (10 questions) at a time exactly 
as they appeared in MCQ preview file in LMS

• Final exam
– Each LLM prompted with, “You are a graduate student taking the final 

exam in an introductory course in biomedical and health informatics. 
Answer each of the following questions with a short answer that is one 
sentence or less.”

– Followed by pasting in exam, which had 33 questions, separated into 8 
sections with a one-sentence heading for each section, exactly as it 
appeared in LMS exam module

16Generative AI in Education
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Example
questions

17Generative AI in Education
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Results – 
overview

18Generative AI in Education
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Results – detailed

19

Students/LLMs MCQ Unit Average Final Exam MCQ+Final Combined

Students – 25th percentile 73 76 149
Students – 50th percentile 81 85 166
Students – 75th percentile 90 90 180

ChatGPT Plus 88 76 164
Claude 3 Opus 81 91 172
CoPilot Bing-Precise 88 85 173
Gemini Pro 85 91 176
Llama 3.1 405B 85 88 173
Mistral-Large 83 82 165

Generative AI in Education

19

Results – clock time (in seconds)

20

LLM MCQ Average Final Exam
ChatGPT Plus 59.2 73
Claude 3 Opus 36.3 49
CoPilot Bing-Precise 21.6 80
Gemini Pro 22.8 25
Llama 3.1 405B 18.8 20
Mistral-Large 15.3 38

Generative AI in Education

• Most time taken due to screen writing, so actual processing even faster

20
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LLMs on 
final exam 
questions

21Generative AI in Education
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Arguments with a peer reviewer

• Inferential statistics – why no p values?
• Why these LLMs used?
• Why use of Web interfaces and not APIs?
• More demographics on students?

22Generative AI in Education
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Limitations of study

• Single course
• Student LLM use before or in course unknown
• Biomedical and health informatics evolves rapidly
• (Major, true of all studies like this) LLMs challenging 

for reproducibility
– Controlled by vendors
– Constantly updated and changing
– Little access to internals by most users

23Generative AI in Education
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Well, at least LLMs cannot write the term paper

• Not so fast!
• Synthesis of Topic Outlines through Retrieval and 

Multi-perspective Question Asking (STORM)
– https://storm.genie.stanford.edu/ 

• (Shao, 2024; Bayer, 2024)

24Generative AI in Education
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Now what? Educational cusps in my lifetime

25Generative AI in Education
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First step
https://dmice.ohsu.edu/hersh/introcourse-generativeAI-policy.html 

26

26
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Next steps?

• What should be policy be for use of AI in our 
courses?

• How do we assess students in the era of generative 
AI?

• What is baseline knowledge for different disciplines?
• What else is important for generative AI and 

education?
• What might “post-apocalyptic education” look like 

(Mollick, 2024)?

27Generative AI in Education
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More information

• Paper
– Hersh, W., Fultz Hollis, K. Results and implications for 

generative AI in a large introductory biomedical and health 
informatics course. npj Digit Med. 7, 247 (2024). 
https://doi.org/10.1038/s41746-024-01251-0

• OHSU News
– https://news.ohsu.edu/2024/09/16/ohsu-researchers-test-chatgpt-

other-ai-models-against-real-world-students
• Nature Research Communities
– https://go.nature.com/3B1RLyO

28Generative AI in Education
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https://doi.org/10.1038/s41746-024-01251-0
https://news.ohsu.edu/2024/09/16/ohsu-researchers-test-chatgpt-other-ai-models-against-real-world-students
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Thank you!
William Hersh, M.D.
Professor
Department of Medical Informatics & Clinical 
Epidemiology
Oregon Health & Science University
Portland, OR, USA
Email: hersh@ohsu.edu
Web: http://www.billhersh.info 
Blog: https://informaticsprofessor.blogspot.com/ 
Also on
 Facebook
 LinkedIn
 X/Twitter – @williamhersh
 BlueSky – @billhersh.bsky.social
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