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Chapitre 11 : Intégrales généralisées

I: Généralités :

1) Intégrales généralisées : définition.

2) Faux problème de convergence.

II: Fonctions à valeurs réelles positives :

1) Proposition : soit f continue par morceaux sur [a, b[ avec b ∈ R ∪ {+∞}, à valeurs réelles
positives ,∫ b

a

f est convergente ⇐⇒ F (x) =

∫ x

a

f(t)dt est bornée .

2) Théorèmes de comparaison : soient f, g continues par morceaux sur [a, b[ avec b ∈ R ∪
{+∞}, à valeurs réelles positives,

a) Si ∀x ∈ [a, b[ , f(x) ⩽ g(x) alors

(i)

∫ b

a

f diverge =⇒
∫ b

a

g diverge et (ii)

∫ b

a

g converge =⇒
∫ b

a

f converge.

b) Si f = O(g) au voisinage de b alors

(i)

∫ b

a

f diverge =⇒
∫ b

a

g diverge et (ii)

∫ b

a

g converge =⇒
∫ b

a

f converge.

c) Corollaire : si f ∼ g au voisinage de b alors
∫ b

a

f converge ⇐⇒
∫ b

a

g converge.

3) Proposition : Intégrales de Riemann :

a)
∫ +∞

1

dt
tα

converge ⇐⇒ α > 1,

b)
∫ 1

0

dt
tα

converge ⇐⇒ α < 1 ,

c)
∫ b

a

dt
(b− t)α

converge ⇐⇒ α < 1,

d)
∫ b

a

dt
(t− a)α

converge ⇐⇒ α < 1.

4) ▶ Test de Riemann :

a) En +∞ : Soit f continue par morceaux sur [a,+∞[, à valeurs positives.

i) S’il existe k ∈ R+ et α ∈ R tel que f(t) ∼
+∞

k

tα
alors

∫ +∞

a

f est convergente ⇐⇒ α > 1.



ii) S’il existe α > 1 tel que f(t) = O(
1

tα
) au voisinage de +∞ alors

∫ +∞

a

f est convergente.

iii) S’il existe α ⩽ 1 tel que
1

tα
= O(f(t)) au voisinage de +∞ alors

∫ +∞

a

f est divergente.

b) En 0 : Soit f continue par morceaux sur ]0, 1], à valeurs positives.

i) S’il existe k ∈ R+ et α ∈ R tel que f(t) ∼
0

k

tα
alors

∫ +∞

a

f est convergente ⇐⇒ α < 1.

ii) S’il existe α < 1 tel que f(t) = O(
1

tα
) au voisinage de 0 alors

∫ 1

0

f est convergente.

iii) S’il existe α ⩾ 1 tel que
1

tα
= O(f(t)) au voisinage de 0 alors

∫ 1

0

f est divergente.

c) En b : Soit f continue par morceaux sur [a, b[, à valeurs positives.

i) S’il existe k ∈ R+ et α ∈ R tel que f(t) ∼
b

k

(b− t)α
alors

∫ b

a

f est convergente ⇐⇒ α < 1.

ii) S’il existe α < 1 tel que f(t) = O(
1

(b− t)α
) au voisinage de b alors

∫ b

a

f est convergente.

iii) S’il existe α ⩾ 1 tel que
1

(b− t)α
= O(f(t)) au voisinage de b alors

∫ b

a

f est divergente.

III: Fonctions à valeurs réelles ou complexes :

1) Définition : Intégrales absolument convergentes. Fonctions intégrables

2) Proposition : si l’intégrale est absolument convergente alors elle est convergente.

3) Remarque : la réciproque est fausse.

▶ Exemple classique :
∫ +∞

0

sin t

t
dt (intégrale de Dirichlet).

4) Définition : une intégrale convergente qui n’est pas absolument convergente est dite semi-
convergente. On notera que si l’intégrale est semi-convergente, la fonction n’est pas intégrable.

IV: Propriétés :

1) Si f est continue et intégrable sur [a, b[ et si
∫ b

a

|f(t)|dt = 0 alors f est nulle sur [a, b[.

2) Intégration par parties : Proposition : soient f et g de classe C1 sur [a, b[ avec b ∈ R ∪ {+∞}
telles que fg admette une limite finie en b alors

a)
∫ b

a

f ′g et
∫ b

a

fg′ sont de même nature.

b) et si elles convergent, alors
∫ b

a

f ′g = lim
x→b

[fg]xa −
∫ b

a

fg′.

3) Fonction Γ d’Euler :

a) Définition : Γ(x) =
∫ +∞

0

tx−1e−t dt .

b) Propriété : Γ(x+ 1) = xΓ(x), ∀x ∈ R∗
+.

c) Corollaire : Γ(n+ 1) = n!

4) Changement de variable :
Proposition : Soient a et α ∈ R ∪ {−∞}, b et β ∈ R ∪ {+∞}, soit f continue sur ]a, b[ et soit

φ une bijection de classe C1 de ]α, β[ −→ ]a, b[ , strictement croissante alors
∫ β

α

f(φ(u))φ′(u) du



et
∫ b

a

f(t) dt sont de même nature et si elles sont convergentes, alors elles sont égales.

Remarque : ce résultat reste valable si φ est strictement décroissante.

5) Proposition : si f est intégrable sur [a,+∞[ et si f admet une limite (éventuellement infinie)
en +∞ alors cette limite est nulle.

6) ▶ Remarque : f intégrable sur [a,+∞[ n’implique pas que lim
+∞

f = 0.

▶ connaître le contrexemple suivant : −1. 1. 2. 3. 4. 5.

1.

2.

3.

4.

5.

0

V: Comparaison série-intégrale :

1) ▶ Proposition : soit f : [0,+∞[ → R (i) continue, (ii) positive, (iii) décroissante, alors∑
n⩾0

f(n) est une série convergente ⇐⇒
∫ +∞

0

f(x) dx converge .

2) ▶ Exemples d’utilisation de séries alternées : exemple :
∫ +∞

0

sin t

tα
dt est :

a) absolument convergente si 1 < α < 2.
b) semi-convergente si 0 < α ⩽ 1.
c) divergente si α ⩽ 0 ou α ⩾ 2.

VI: Espaces vectoriels :

1) Proposition : l’ensemble des fonctions continues intégrables sur I est un espace vectoriel, noté
L1(I,K).

2) ▶ Proposition : l’ensemble des fonctions continues de carré intégrable est un espace vectoriel,
noté L2(I,K).

3) Proposition : si f et g sont de carré intégrable alors fg est intégrable sur I.

4) Inégalité de Cauchy-Schwarz : si f et g sont de carré intégrable

alors |
∫
I

f(t)g(t)dt| ⩽

√∫
I

|f(t)|2dt

√∫
I

|g(t)|2dt.

Si de plus, f et g sont continues, il y a égalité si et seulement si f et g sont proportionnelles.

5) Norme N1 : ou norme de la convergence en moyenne. Proposition : l’ensemble des fonctions
continues intégrables sur I est un espace vectoriel normé, avec N1(f) =

∫
I
|f |.

6) Norme N2 : ou norme de la convergence en moyenne quadratique.

a) ▶ Proposition : l’ensemble des fonctions continues de carré intégrable est un espace préhil-
bertien réel en définissant le produit scalaire : (f, g) 7→

∫
I
fg.

b) Définition : N2 est la norme euclidienne associée à ce produit scalaire.

7) Proposition : | (f |g) | ⩽ N1(fg) ⩽ N2(f)N2(g).

VII: Compléments de cours



1) Intégration des relations de comparaison :
▶ Proposition : soient f, g continues par morceaux sur [a, b[ avec b ∈ R ∪ {+∞}, avec
f à valeurs réelles et g à valeurs réelles positives. (on remarquera l’analogie avec les séries
numériques).

a) On suppose que
∫ b

a

g est convergente.

i) si f =
b
o(g) alors

∫ b

x

f =
b
o(

∫ b

x

g),

ii) si f =
b
O(g) alors

∫ b

x

f =
b
O(

∫ b

x

g),

iii) si f ∼
b
g alors

∫ b

x

f ∼
b

∫ b

x

g,

b) On suppose que
∫ b

a

g est divergente.

i) si f =
b
o(g) alors

∫ x

a

f =
b
o(

∫ x

a

g),

ii) si f =
b
O(g) alors

∫ x

a

f =
b
O(

∫ x

a

g),

iii) si f ∼
b
g alors

∫ x

a

f ∼
b

∫ x

a

g,

VIII: Quelques intégrales célèbres :

1) Intégrales de Riemann.

2) Intégrales de Bertrand :

a)
∫ +∞

2

dt

tα(ln t)β
CV ⇐⇒ α > 1 ou (α = 1 et β > 1).

b)
∫ 1/2

0

dt

tα(| ln t|)β
CV ⇐⇒ α < 1 ou (α = 1 et β > 1).

3) Intégrale d’Euler :
∫ π/2

0

ln(sin t) dt = −π

2
ln 2.

4) Intégrale de Dirichlet :
∫ +∞

0

sin t

t
dt =

π

2
.

5) Intégrale de Poisson :
∫ 2π

0

ln(1− 2a cos t+ a2) dt = 4π ln(max(|a|, 1)) pour |a| ̸= 1.

6) Intégrales de Frullani :
∫ +∞

0

f(bt)− f(at)

t
dt où f : R∗

+ → R est une application continue

admettant une limite L en ∞ et une limite ℓ en 0 et a et b deux réels tels que 0 < a < b.

prochain programme : suites et séries de fonctions




