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Reader’s Guide

This book outlines a vision for a technology that does not yet fully exist. Specifically, it de-
scribes a new form of computational stack, with architecture that more closely resembles bi-
ological computation than current architectures such as the von Neumann architecture. The
document draws inspiration from historical vision documents of profound influence, such as
Francis Bacon’s Novum Organum and New Atlantis in the 17th century, which led to sys-
tematic investments in science and technology. It is also inspired by mid-20th-century vision
papers that anticipated personal computers years before they became a reality. They proved
necessary in laying out a path for innovators to pursue seemingly impossible ideas. Some of
those visions eventually altered the course of history and shape our world today—remarkable
achievements considering the technologies they described did not exist at the time.

Realizing a vision is far more complex than developing new technologies alone. Rather
than taking a purely scientific or technical approach, the aim here is to present a clear picture
of the opportunity space and to offer an overview of all major aspects involved in bringing
this new technology to life. Success depends on communities of innovators who understand
what they are creating, why it matters, which technical directions are worth exploring, and
how to sustain a long-term strategy.

This book aims to be relatively accessible to a general audience, while providing a compre-
hensive overview of the technical and strategic thinking behind this initiative, presented in

clear, detailed language. It is divided into five parts:

Part I - An Overview of Bio-inspired Computing provides a concise introduction
to our approach by discussing the broader context of bio-inspired computing. This
includes emerging technologies and opportunities in this area to improve computer
design and architecture across different levels of computing technology. For a higher-
level overview of the computing market, refer to Appendix A, which is followed by an
analysis of barriers to entry for emerging technologies in Appendix B.

Part II - Our Blueprint for Next-Generation Computing (Bio-Arch™) outlines
the high-level technical details of our innovative approach, emphasizing what sets it
apart from alternatives in bio-inspired computing. This section also lays out the the-
oretical assumptions underpinning the approach in plain language, facilitating critical
engagement with technical experts.

Part III - Path to Value Creation for Bio-Arch™ Computing explores the prod-
uct opportunities enabled by the emerging technology. This includes short-to-medium
term opportunities validated up to Technology Readiness Level 3, as well as potential
applications that require feasibility studies or significant exploratory innovations.
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Part IV - Executing the Vision examines case studies of successful emerging tech-
nologies, highlighting lessons learned that have shaped our execution strategy. This
section culminates in a long-term plan for realizing the vision, starting from modest

beginnings.

Navigate to the parts most aligned with your interests

This document is structured for multiple audiences, and not every section is equally relevant
to all readers. I recommend using the table of contents to locate the parts most aligned with
your interests. Below are specific reading suggestions for different types of readers:

Technically-focused readers: For those critically evaluating our technical approach,
the most important section is the discussion of proofs of concept in Section 13.2. This
section establishes the technical narrative and it is the evidence for far-reaching poten-
tial of this emerging technology. The technical merit of this section is critical in the
viability of the emerging technology.

Scientifically-curious readers: To explore the broader opportunity of bio-inspired
computing, Chapter 3 is essential. It maps the potential of this field and provides the
necessary context for understanding Part III, which focuses on value creation. Relevant
additional context can be found in Appendix B.

Product-focused readers: Readers interested in commercial applications should focus
on Part III, which outlines opportunities for creating user value. Background informa-
tion in Chapter 3 and Appendix B will provide helpful context.

Business and execution strategy readers: For insights into the strategic execution
of this initiative, Part IV is key. This section includes historical lessons and outlines the
high-level stages necessary for maximizing the chances of realizing this vision.
General audience: For an overview of the big picture, Part I is recommended in its en-
tirety. It provides a clear introduction to the emerging technology and the opportunity
space driving this initiative.

Notes on the Preview Edition

This version of the book is still in the preview stage and some content may be incomplete, in-
sufficiently reviewed and references may be missing. This version may contain unintentional
errors and inaccuracies. We encourage the reader to contact the author to provide feedback
and suggestions by visiting: https://cambridgebrain.co.uk/books

Alternatively, you can contact us via email at books@cambridgebrain.co.uk. For emails,
please ensure that the subject line contains the book title.
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Introduction

“Any sufficiently advanced technology is indistinguishable from magic” — Arthur C. Clarke

This document serves as a vision document, and a comprehensive manifesto, outlining the
vision for a new bio-inspired computing paradigm. It explores two related opportunities:
the broader domain of bio-inspired computing—a vibrant field of research and development
encompassing everything from neuromorphic hardware to bio-inspired software—and the
specific approach we are developing, which we refer to as Bio-Arch™ Computing. Beyond
presenting an aspirational vision for a disruptive technology, it provides a detailed summary
of the conceptual framework and a tactical roadmap for execution, from a humble project lead
by a few early innovators, aspiring to become a new movement in an emerging technology.

One of the key aims of the document is to offer potential supporters and partners, whether
technical or non-technical, an integrated and holistic understanding of both the theoretical
underpinnings and the practical strategy required to bring this paradigm to fruition. By
consolidating these views into a single document, I aim to inform, gauge interest and curiosity,
foster collaboration, seek feedback, and track progress against defined milestones and towards
the realization of a long-term, complex, high-impact vision.

Nature points to an extraordinary path

Observations of biological computation form the foundation of this initiative. The human
brain is an extraordinarily capable supercomputer that operates on the energy of a single
light bulb. Moreover, it can learn from remarkably few samples, a feat unmatched by any
current model of learning. Nearly all superhuman achievements in artificial learning rely
on vastly larger datasets, and comparisons do not control for energy and data. This disparity
suggests that the physical limits of computational power and efficiency far exceed our current
systems, hinting at an extraordinary opportunity to create bio-inspired computers capable of
currently unattainable tasks with relatively modest resources.

This initiative assumes that if nature can achieve such remarkable capabilities, then reverse
engineering them is possible. Imagine, for the sake of the argument, the impact of computers



that are millions of times more capable than current computers given the same amount of
resources (power, material, data, and time).

At their limit, such advancements would enable:

¢ Supercomputing without supercomputers: Transform edge computing by enabling
local supercomputing processing without reliance on third-party supercomputing in
data centres.

¢ Altering Economics of Computing: Dominate alternative computation methods due
to dramatically lower resource needs (power, material, and data) within areas of appli-
cation. If costs become orders of magnitude lower than the competition, this alters the
economics of the market within those sectors.

¢ New Applications and Markets: Enable entirely new forms of inference with limited
data and solving currently unsolvable computational problems, leading to completely
new markets for new applications.

Although a specific approach is guaranteed to achieve every desired outcome, nature it-
self proves that these possibilities are real and that the laws of physics favor our efforts. The
extraordinary potential is already demonstrated by nature, making this pursuit not only in-
triguing but also essential for unlocking a new era of computational innovation.

Realizing this technology demands a significant alignment of effort. A sustained multidis-
ciplinary research and development effort, a credible plan to bring its benefits to the market
through useful products, and the commitment of exceptional talent to a long-term vision.
Turning this vision into reality requires an organized initiative that not only executes on the
necessary technical innovation, but also addresses how to sustain long-term progress within
today’s economic realities and markets. In other words, how can this technology create value
for its users at its stages of development? This document, therefore, serves not just as a de-
scription of an exciting technology, but as a blueprint for making it a reality.

Distinction with other bio-inspired computing paradigms

Rooted in Algebraic Structures

The role of algebraic structures that computers are optimized for is widely understood (but
often not discussed in terms of algebraic structures). For instance, the difference between a
GPU and a CPU can be seen as each architecture being tailored for different algebraic opera-
tions; matrix computations for GPUs, and sequential computations for CPU. In essence, these
hardware distinctions reflect variations in the specific algebraic operations each system can
perform.

Another example is the attention mechanism in transformers, which introduces a dynamic,



context-sensitive algebraic capacity, replacing rigid, static transformations with flexible, adapt-
able ones. This innovation can be viewed as enabling a novel algebraic capability in compu-
tational learning systems, one that almost certainly exists in the brain.

The key insight and motivation is that computational architectures exhibit algebraic
properties that determine their power, expressivity, efficiency, and effectiveness. The driv-
ing question behind this initiative is to identify algebraic structures the brain leverages for
general computation and learning. Investigating this leads to architectures that mimic biol-
ogy’s underlying algebraic constructs, rather than its physical configurations. In this sense,
the work is deeply mathematical, yet it also demands knowledge of both computing and bio-
logical computation. In summary, since the effectiveness and performance of computational
design are related to algebraic structures, benefiting from bio-inspired structures can help
with computational design.

Emphasis on Filtering irrelevance

I hypothesize that the brain’s unparalleled efficiency is fundamentally tied to its ability to
filter irrelevance in ways that are not yet fully acknowledged or utilized in computer ar-
chitecture (software and hardware). My approach focuses on recreating the mathematical
conditions necessary to replicate this phenomenon in computer architecture, and I refer
to this approach as Bio-Arch™ Computing. Through this lens, I have developed proof-of-
concepts on computational problems widely regarded as being at the very edge of possible
computational capabilities, benchmarks that are regarded to be some of the hardest com-
putational problems known to computer science. We believe that these early demonstrations
are early signs that we are on the right path to create significant value in future applications.

The key difference from other bio-inspired computing paradigms is our focus on re-
creating the mathematical constraints that enable biological computing to be efficient, specit-
ically their ability to filter irrelevance. For instance, neuromorphic computing, an other bio-
inspired approach, emphasizes mimicking the brain’s physical architectures. In contrast, we
concentrate on the underlying mathematical properties behind efficiency, properties that can
be achieved using entirely different hardware platforms. Similarly, in bio-inspired software,
while deep learning relies on neuron-like architectures to enable learning, our approach aims
to recreate the mathematical properties of an efficient learning system, independent of
neuron-like designs or specific material forms.

To better illustrate this point with an analogy, consider the physical form of a modern
computer, which is heavily based on logic implemented by transistors (a small electrical de-
vice). It is notable that a transistor - the material structure - is the physical component used
to implement a computer’s logical operations, logical operations - the mathematical struc-



ture - can be implemented using other materials. For example, early computers used vacuum
tubes or punch cards. While the choice of material is important and some materials may be
more suitable than others, its relevance lies in its ability to implement the mathematics of
computer logic. Similarly, our approach is rooted in deep mathematical insights into
what makes a computational system effective despite constrained resources, rather
than relying on the specific physical forms in which these principles manifest. Our method-
ology is based on a mathematical framework inspired by nature’s implementation of learning
and computation, drawing far more from cognitive neuroscience than from cellular neuro-

science and material structures of neurons.

How to assess early signs of promise

At the inception of any transformative technology, there is a transition period during which
the technology’s true value is not immediately apparent. For instance, developing innovative
computer hardware can take significant time from design to product, and in non-computing
fields, novel medications require significant testing before delivering value in healthcare.
Therefore, it is natural to rely on early signs and proofs-of-concept to assess the potential
of these deep technologies.

Our current proofs-of-concept showcase our approach’s effectiveness in solving notori-
ously challenging classes of computational search problems and pattern recognition.
We believe these early successes have potentially far-reaching implications for future com-
mercial software applications and computer architecture. Given the technical complexity of
our proofs-of-concept and their nontrivial link to value creation, this vision paper presents
our rationale in plain language, without excessive technical detail. The specifics of these
proofs of concepts are discussed in Chapter 6, but I lay out the basic considerations below in
the context of the development of our technology.

What Makes a Strong yet Early Proof-of-Concept?

Imagine stepping back to the early days of transformative computer architectures that changed
the world, before their commercial applications were not yet obvious to everyone. How could
we identify their potential early? For example, what mindset did you adopt to identify the
true potential in deep learning, NVIDIA’s CUDA, and Arm’s CPU architecture? Which crite-
ria proved most crucial? I argue that in all cases, these were two types of early indicators of
tremendous potential:
1. Extraordinary Computational Results (even within a narrow domains): Achieve
unmatched performance on challenging computational problems, even if initially con-



fined to a narrow or noncommercial scope.

2. Generalizability: compelling evidence that the same or similar methods can be ap-
plied across a wide range of applications in the future, even if they are not applicable
right away.

For example, deep learning, NVIDIA’s CUDA, and RISC architecture (Arm) each demon-
strated significantly superior performance in specific, often initially noncommercial, areas.
But equally important, there was compelling evidence that their potential could be extended
to other domains. For instance, the 2014 breakthrough of deep learning in image recognition
was remarkable not only for its benchmark performance but also for the clear path it pro-
vided to generalize these benefits. In contrast, IBM’s Deep Blue, which defeated the world
chess champion in 1998, failed to yield broader benefits because its methodology was not
generalizable.

In our case, we are committed not only to achieving extraordinary computational results,
orders of magnitude better than alternative methods, but also to ensuring that our approach is
generalizable, thereby delivering tangible value. Additional specifics are included in Chapter
6.

The case for a long-term focus to maximize value

Major innovations in computer architecture have always required a sustained, long-term
research and development effort before reaching their value creation stage. For example,
NVIDIA’s Cuda that powers most Al software operated at significant net losses for over a
decade and was initially mostly used in academic settings. Similarly, it took a few years for
deep learning from achieving remarkable results on academic benchmarks to find its way into
commercial applications.

Sustained effort is structurally essential in computer architecture because it requires com-
patibility with many layers of the technology stack; from hardware physics and microarchi-
tecture to basic instruction sets, before useful software can be built on top. While incremental
improvements within existing stacks yield short-term gains, major innovations that depart
from established technology stacks require time to develop the ecosystem necessary to max-
imize their benefits. This means that the realization of the full value of a technology requires

a long-term development effort.



