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ABSTRACT: 

The Blockchain-Machine Learning Integration (BMLI) proposes a decentralized 

approach to data processing and security for edge devices by integrating machine learning (ML) 

algorithms and blockchain technology. The Blockchain mechanism provides a immutable 

decentralized ledger that helps in storing various data and are linked together by cryptographic hashes. 

The utilization of blockchain in edge devices is to store the data that are sensitive to any intrusion that 

occur due to unauthorized access from an unauthenticated user. This paper examines the use of 

blockchain mechanism which are machine learning programs are used at various fields that helps in 

protecting and securing the data from any external modification or unauthorized access by the people 

outside the organization to enable integrity and confidentiality. This paper also discusses about the 

various algorithms that are used in the identification and classification of the data that is labelled under 

various categories that involves private sensitive data as-well-as typical data that doesn’t need any high 

alert. Furthermore, it discusses the various methods that are used in integrating machine learning 

algorithms with blockchain. 

 

Keywords – Machine Learning, Blockchain, Edge devices, Federated Learning, Smart contract, 
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INTRODUCTION 

The integration of machine learning (ML) algorithms and blockchain technology within edge 

devices heralds a profound shift for edge computing, offers comprehensive services for multifaceted 

hurdles inherent to this burgeoning field. In the forefront of this convergence is the imperative need 

for efficient data processing within resource-constrained environments characteristic of edge devices. 

By deploying lightweight ML models directly onto these devices, we unlock the potential for real- 

time processing capabilities, thereby mitigating latency concerns and minimizing reliance on 

centralized data processing infrastructures. Moreover, the utilization of smart contracts further 

augments this framework by automating data sharing agreements and access control policies, thereby 

facilitating secure and transparent data exchange while preserving user privacy and ownership rights. 

This amalgamation of ML algorithms and blockchain technology not only optimizes data processing 

efficiency and security but also fosters a newfound trust and resilience within edge computing 

ecosystems. As such, it represents a pivotal advancement towards realizing the full potential of edge 

computing across diverse applications and industries. 
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RELATED WORKS: 

The convergence of machine learning (ML) algorithms with blockchain technology has 

sparked significant interest owing to its potential to tackle a myriad of issues concerning data privacy, 

security, and decentralized cooperation. While blockchain data mining, as elucidated in [1], provides 

valuable insights into the functioning of systems and participant behaviour, it encounters obstacles in 

managing extensive and intricate datasets. Conversely, federated learning (FL), as outlined in [3], 

facilitates collaborative model training while safeguarding data privacy, positioning it as a promising 

avenue for decentralized ML. Nevertheless, ensuring the privacy and security of federated learning 

systems remains a formidable challenge, as observed in [3]. 

In response to these challenges, researchers have put forth innovative frameworks like 

HealthFed, as delineated in [6], which harness the capabilities of both federated learning and 

blockchain technologies to enable privacy-preserving and distributed learning in healthcare. 

HealthFed fosters secure collaboration among multiple clinician collaborators while upholding data 

privacy through blockchain-driven mechanisms. Similarly, as discussed in [10], a blockchain-based 

federated learning approach is proposed for the Internet of Medical Things (IoMT), facilitating 

collaborative model training without centralized data storage, thus mitigating privacy concerns in 

healthcare applications. 

Furthermore, blockchain technology offers avenues to fortify the security and credibility of 

federated learning systems. For instance, [12] advocates for a decentralized blockchain-based 

framework for federated learning, ensuring mutual trust among users during the exchange of local 

learning models. By leveraging the transparency and immutability of blockchain, this framework 

bolsters the security of federated learning systems, addressing apprehensions regarding the reliability 

of shared models. 

Moreover, the amalgamation of blockchain and federated learning holds promise in tackling 

privacy and security concerns across diverse domains beyond healthcare. For instance, [8] presents 

AI-Bazaar, a blockchain-based computing-power trading framework, aimed at optimizing computing 

resource utilization and management in AI services. By integrating federated learning with 

blockchain, as discussed in [10], collaborative model training is facilitated while preserving data 

privacy in various applications of the Internet of Everything. 

In essence, the integration of machine learning algorithms and blockchain technology offers 
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viable solutions to challenges pertaining to data privacy, security, and decentralized collaboration. 

Through the synergistic utilization of both technologies, pioneering frameworks and methodologies 

are being devised to address these challenges across a spectrum of domains, as evidenced by the 

research cited in [6] and [8]. 

 

SYSTEM ARCHITECTURE DIAGRAM 
 

 

 

 

 

 

 

 

 
Fig 1: The architecture diagram that represent the integration of machine learning algorithms with 

the blockchain 

The architecture diagram represent the usage of machine learning datasets that are used in the 

model training and traffic detection in the network that are entering from the internet which enters a 

private network. Upon finding a intrusion it sends alert to the user regarding the intrusion that is 

occurring. 

MODULES: 

1 MODULE: BLOCKCHAIN CREATION 

This module focusses on creation of the blockchain that serves as a distributed ledger hold the 

dataset that is to be used in this work. These blocks are deployed at each node at the devices that are 

present in the network. 

1.1 Block creation 

This section involves the creation of simple blocks that are to be used as storage medium. Note 

that at this point the blocks are still mutable. The involvement of various algorithms make this a 
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irrevocable source of storage. 

1.2 Consensus algorithms 

The usage of consensus algorithm is done here. The integrity, security, and de-centralization of 

blockchain networks are all dependent on these algorithms. 
 

 

Fig 2: The code that is used in the backend of the creating consensus 
 

 

Fig 3: Represent the differences in the consensus algorithms 
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2 MODULE: DATASET PREPARATION 

In this module the dataset is created and the model is trained to detect the intrusion passing 

through the network. The dataset training involves various steps that are used to convert raw data into 

a data that is used to train a machine learning model. The following steps are used in the conversion 

of raw data into the pre-processed data. This data is then used to train the model. 

 

 

2.1 Data Collection 

This part involves the collection of data that is needed to be used for the model to be trained. 

The real time data is generally collected through the network sniffing tools like Wireshark or tcpdump 

in a pcap format. The that is used in this work is obtained from the Kaggle domain. The dataset used 

is CICIDS2017. 

2.2 Data Cleaning 

The obtained data is then cleaned by certain steps involves the removal of null values, 

duplicate values and the combining same data at different instances. This is done in-order to increase 

the robustness of the ML algorithm. 

2.3 Data Sampling 

The sampling of data is the process of removing the repeated data and quantizing it as single 

data. This reduces the number of unwanted data that is required to be present in the dataset. 
 

Fig 4.1: The number of null and non null values before the data preprocessing 
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Fig 4.2 The number of null values that are present after the data preprocessing 

 

 

2.4 Data Splicing 

The next process involves the separation of data for training the ML model. The dataset is 

dataset is divided into training and test set in the ratio of 60:40. The data are labelled with the values 

that indicate the type of traffic. 

 

 

Fig 5: The dataset that is used is split into the training and test set 

 

 

 

2.5 Model Training 

The ML model is trained with the given training set. The training set has the network packet 

details that can be used to detect the attack pattern that is used to detect the traffic for any intrusions. 

2.6 Accuracy checking 

The model is later tested for the accuracy using the test set. This indicates the detection ability 

of the ML model. The higher the accuracy of the model indicates the efficiency and the false positives 

obtained during the execution. 
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Fig 6: The accuracy and precision of the model used is obtained 

 

 

 

3 MODULE: BLOCKCHAIN INTEGRATION 

This module involves the creation of blockchain and hosting it in the local network to store 

the dataset that is used to train the ML model. The blockchain is integrated with the dataset to ensure 

the integrity of the dataset used. 

3.1 Storage medium generation 

The storage medium developed using the Python to store the dataset. The dataset is stored in 

this medium to be used to protect against any attack that occurs. 

 

 

Fig 7: The code used to mine a block for storing the data 
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3.2 Block hashing 

The hash is created for each block to be used as a header for the consecutive blocks. This hash 

value is used as a connecting medium between the blocks to connect with each other. The hashing 

method used is SHA256. 

 

 

 

 

3.3 New block creation 

Fig 8: The generation of hash values 

 

The new block is created to constantly store live pre-processed data that is captured in the 

network. This allows the user to store the data in the blockchain for future model training to prevent 

the modification of data. 

 

 

Fig 9: The module that allows the generation of new block 

 

3.4 Front-end Development 

The front-end for the blockchain is generated using the JavaScript. The front-end is used for 

the easy understandability of the functions. 

 

 

Fig 10: The dashboard displaying the blockchain file upload 
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4 MODULE: DEPLOYMENT 

4.1 Network scan 

The network scanning is done by using the tools imported in the python program using the 

tcpdump tool. This is done to scan network for the live traffic. 

4.2 Trigger generation 

This involves the generation of notification triggers that are used to alert the users. The 

trigger is generated when the model detect the incoming traffic. 

 

 

Fig 11: The trigger code used to generate a trigger 

 

4.3 Front-end of scan 

The front to start a scan is done using the Python. This triggers the scanning tool to initiate 

and sniff the packets in the network. 
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Fig 11: The front-end to start an network scan 
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4.3 Scan output 

The output of the scan is shown in this part. The scan output describes the details of the packet 

that enters the network. 

 

 

Fig 12: The scan output obtained after the start of the scan 

 

4.4 Front-end of trigger 

The trigger that is generated after the detection of any intrusion that enters the network. 
 

Fig 13: The trigger generated during the packet identification 

 

 

 

 

 

 

 

 

CONCLUSION 

The machine-learning (ML) algorithms and block-chain technologies within edge devices 

represents a compelling frontier with immense potential to redefine the landscape of edge computing. 

Through our exploration, it becomes evident that future enhancements in this domain hold the key to 

unlocking unprecedented capabilities and driving innovation across various facets of edge computing 

environments. The ongoing refinement and optimization of ML algorithms tailored for edge devices, 

alongside the infusion of advanced cryptographic techniques, promise to fortify security, enhance 

privacy, and instill trust in decentralized edge networks. 
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FUTURE ENHANCEMENT 

On edge devices with constrained resources, it would be advantageous to focus on optimizing 

the blockchain and machine learning algorithm integration process. This optimization may include 

developing lightweight machine learning models tailored for edge computing environments and 

devising effective consensus techniques specifically for edge devices. Investigating novel 

approaches, such as secure multi-party computation or differential privacy, to enhance the security 

and privacy of data handled by edge devices may also be beneficial. If blockchain and machine 

learning solutions were to be successfully implemented on edge devices, it would be imperative to 

look into ways to address the scalability and interoperability problems that come up and ensure a 

seamless integration with the current infrastructure. 
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