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Abstract� The primary somatosensory cortex (S1) is a region 

often targeted for input via somatosensory neuroprosthesis as 

tactile and proprioception are represented in S1. How this 

information is represented is an ongoing area of research. 

Neural signals are high-dimensional, making accurate models 

for decoding a significant challenge. Artificial neural networks 

(ANNs) have proven efficient at classification tasks in multiple 

fields. Moreover, ANNs allow for transfer learning, which 

exploits feature extraction trained on a large and more general 

dataset than may be available for a particular problem. In this 

work, convolutional neural networks (CNN), used for image 

recognition, were fine-tuned with somatosensory cortical 

recordings during experiments with naturalistic touch stimuli. 

We created a highly accurate (> 96% correct) classifier for 

cutaneous stimulation locations as part of a somatosensory 

neuroprosthesis pipeline. Here we present the classifier results.  

 

Clinical Relevance� Our work provides a method for 

classifying cortical activity in brain-machine interface 

applications, specifically towards somatosensory 

neuroprosthetics. 

I. INTRODUCTION 

Local Field Potential (LFP) recordings in the cortex are an 

important form of electrophysiological information used for 

many Brain-Machine Interface (BMI) applications. 

Previously, LFPs have been used for decoding the onset and 

intensity of pain[1], intended motor actions[2], and hand 

kinematics[3]. LFPs can be recorded on hundreds of 

electrodes simultaneously, resulting in large, complex, and 

high-dimensional datasets. Successful analysis of LFP data 

thus requires a technique that can scale with the dataset and 

produce meaningful predictions based on a limited number 

of trials. LFPs from the primary motor cortex have been 

incorporated into a neural critic to classify trial reward 

expectation as part of an autonomously updating BMI[4].  

Convolutional Neural Networks (CNNs) are a 

computational structure used for classification, commonly of 

images. CNNs have previously been applied to LFPs for 

localization of deep brain stimulation probes[5], decoding 

human behaviors[6], and detection of epileptogenic 

biomarkers[7, 8]. For somatosensory applications, CNNs 

have been applied to classify recordings from multicontact 

cuff electrodes on the sciatic nerve[9]. While used in the 

periphery, this technique can also be applied in the central 

nervous system, which is described here. LFP recordings 

from the rat cortex were converted into spatiotemporal 
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signatures in the form of image files. Pretrained CNN 

models were fine-tuned on this dataset to create a classifier 

that could determine a cutaneous stimulus's location from up 

to 8 different sites on the rat forepaw. 

II. METHODS 

A. Local Field Potential Recordings 

LFP data used in this work was collected as part of a study 
published previously[10]. In short, female Long-Evans rats 
were implanted with either a 32 channel Utah Array 
(Blackrock Microsystems) or a 4 shank 32 channel multi-
contact array (NeuroNexus). Cutaneous stimuli were 
performed using an electronically controlled precision tactor 
system at eight different sites on the rat forepaw. This system 
was connected to a neural signal acquisition system (Tucker-
Davis Technologies) to record stimulus onsets synchronously 
with the neural data. Data were bandpass filtered with cutoff 
frequencies at 5Hz and 200Hz, with a sampling rate of 610Hz. 
Each recording session lasted approximately 30 minutes. 

For the analysis in this work, recordings from three rats 
were used. 

FIGURE 1 

 
Figure 1. Example Spatiotemporal signatures from each stimulus location on 
the rat forepaw 

B. Creation of Spatiotemporal Signatures 

All code in this work was executed in Google Colab using 
a GPU accelerated runtime. The h5py package was used to 
import the original MATLAB formatted datasets as HDF5 
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files usable in Python, which was used for all the data 
processing and network training. A timestamp was associated 
with a corresponding tactile stimulus location for each trial. 
Using these timestamps as a starting point, a matrix was 
created from the underlying dataset, with each row 
representing a recording channel and each column 
representing a single time sample. Other hyperparameters 
being held equal, adjusting the time length of the signatures 
resulted in variable accuracy of the resulting models. A length 
of 150 samples was chosen as the point where the model did 
not improve further with additional time data. Using 200 
samples showed no performance improvement, while 100 
sample length increased the error rate by 4% in preliminary 
testing. The matrices were then normalized based on each 
signature's minimum and maximum values and converted into 
images. This method of signature generation was repeated 
separately for each animal. Example signatures from one 
animal are given in Figure 1. The number of signatures 
generated for each animal depended on the number of separate 
stimuli performed: 2310, 2400, and 1200 signatures for 
animals 1, 2, and 3, respectively.  

FIGURE 2 

 
Figure 2. Validation set error rate for different networks at each epoch during 
training on animal 1 

C. Model Training 

The fastai library was used to train, test, and assess the 

neural network models created from the LFP data. As the 

spatiotemporal signatures were created, they were sorted by 

the location of the stimulus. Additionally, 20% of the data 

were randomly separated for use as a test set. During data 

loading for model training, an additional 30% of the dataset 

was randomly set aside for validation, which provided our 

primary error_rate metric during training. A Residual Neural 

Network (ResNet) was fine-tuned on the spatiotemporal 

signatures and their presorted classes �
	�����
��	�
�fine_tune 

function. This utilized a transfer learning approach, where a 

network previously trained on a much larger dataset can be 

applied to a different dataset. By retraining the output layer 

of the network, the model retains the excellent feature 

extraction capabilities of a trained CNN. After multiple 

iterations, the performance improvement on the validation 

set saturated by around 100 epochs. Example 100-epoch 

training sessions are shown in Figure 2. To avoid overfitting 

the models, 100 epoch fine-tuning was chosen for all 

models. A dataset with randomized labels was used as a 

sanity check, which produced a model with an error rate 

very close to random chance, as expected. The training 

methodology and subsequent testing were performed 

separately for each animal. 

III. RESULTS 

A. Image Resize Optimization 

Generally, images for training and classification must be 

the same size and square in shape. All spatiotemporal 

signatures generated for a given signature sample length are 

the same size rectangles and underwent the same resizing 

method for training and prediction. Using the fastai crop 

resizing method on the images visibly resulted in a loss of 

information and showed abysmal error rates, so it was 

discarded as an option. Another available option was 

padding, where the image is fit into a square along the 

longer rectangular axis (in this case, the horizontal time 

sample axis) while padding with zeros outside the 

rectangular image. While no information is lost using this 

method, the resulting black bars add a significant amount of 

empty information that the network must process. Using this 

method achieved a validation error rate of 8.8%. 

Another option tested was squishing the image by 

stretching it along the shorter axis to fit a square. This 

method distorts features, albeit consistently across images in 

the dataset. Using the squish resize method resulted in an 

error rate of 9.7%. 

Example padded and squished images of the 

spatiotemporal signatures are given in Figure 3. Both 

showed a significantly lower error rate versus the error rate 

for random chance for 8 classes of 87.5%. Due to its slightly 

higher performance, padded images were used for 

subsequent training. 

FIGURE 3 

 
Figure 3. Example padded (left) and squished (right) 

B. Improvements from deeper networks 

 The architecture of the neural network used will affect its 

performance. One key element of the architecture is its 

depth, the number of layers from the input layer to the 

output layer. Additional layers can improve the error rate by 

extracting more complex and general features of an image. 

This often comes at the cost of decreased model 

generalization due to a higher degree of overfitting. We 

tested 3 network depths to assess if further error rate 

reduction could be achieved. Thus far, all analyses reported 

used the ResNet18 model, an 18-layer model. Using the 

same methodology as in previous tests, 34- and 50-layer 

ResNets were fine-tuned for the classification. ResNet34 

achieved an error rate of 7.0%. ResNet50 had an error rate of 
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4.5% on the validation sets. This improvement of up to 4.3% 

in error rate demonstrates that deeper networks can be used 

to enhance the test classification performance with LFPs. 

C. Performance of Multiple CNN Models 

Once hyperparameters and training methodology were 

optimized, it was necessary to validate the models on the test 

set, which was set aside before training as a final test of 

model performance. We also applied this training 

methodology beyond ResNets to other available pretrained 

models. Table I compares their error rates on the test sets, 

which were comparable to validation set performance. At 

4.1%, the two VGG models both had the best performance 

of all the tested models. This suggests that future CNN 

model training for neural decoding should emphasize these 

models. 
TABLE I 

 

D. Class-Specific Errors and Confusion 

 The models in this work predicted 8 classes of different 

cutaneous stimulus locations. These locations are not 

equidistant from each other, and therefore classes were 

expected to show differing levels of similarity between their 

spatiotemporal signatures. Thus, the degree to which 

signatures were erroneously classified was expected to vary 

between classes. Figure 4 shows confusion matrices of 

ResNet18 predictions for each of the three animals in this 

work. 

As can be seen, the vast majority of classifications are 

accurate, falling along the diagonal of the matrix where the 

prediction matches the actual class. There are a small 

number of random erroneous classifications for each animal. 

However, some clear systematic issues are observable even 

for the best performing animal 1 dataset, notably p3 getting 

confused for d4, mp, or p2. 

 �	��
���
�higher error rate of 8.6% is reflected in its 

confusion matrix with slightly more inaccurate predictions. 

Most notably, there are more misclassifications surrounding 

p1, which is frequently confused with d1, mp, and p2. The 

results on the first 2 animals could reflect broader receptive 

fields on the pads versus the digits, which have 

comparatively low rates of misclassification. 

 Examining the confusion matrix for animal 3 gives insight 

into the causes of the much worse 18.8% error rate for this 

��	��
�
�����
��. Notably, there are many random 

misclassifications between multiple classes rather than 

mainly concentrated systematic errors. 

 

 

 

 

FIGURE 4 

 
Figure 4. Confusion matrix for animal 1 (top left), animal 2 (top right), and 

animal 3 (bottom) 

IV. DISCUSSION 

The error rates achieved by the models trained in this 

work demonstrate the utility of transfer learning and CNNs 

for the classification of LFP data from the somatosensory 

cortex. These results also elucidate the effect the number of 

training epochs, image resizing methodology, and network 

depth have on the error rate of the trained models. The fastai 

library made exploring, testing, and iterating on these 

models very straightforward. Models could be fully trained 

in a few minutes, facilitating optimization of the models for 

prediction, utilizing online GPU processing capabilities. 

This is in contrast to training CNNs without employing 

transfer learning, which can take several hours or even 

longer. 

In terms of the final performance demonstrated by the 

models, CNNs performed comparably to other state of the 

art learning methods. Notably, a study[11] applying Kernel-

based Metric learning to the same 8 class rat forepaw 

location decoding task reported correct classification rates 

for 4 different LFP datasets ranging from 85% to 98% for 

the most accurate models, using Mahalanobis-based metrics 

that were optimized with either centered alignment or Fisher 

discriminant analysis. That study also had a wide range of 

classification accuracy between datasets. While our CNN 

models only peaked at 96.1% accuracy, this is well within 

the range of the datasets reported in that study and may also 

be a result of the variable suitability of the datasets collected 

for this classification task. 

Finally, it is important to address the conceptual and 

theoretical suitability of using images created from 

multichannel LFP data as we have here. It would seem that 

the use of arbitrarily numbered channels on a 2-dimensional 

array as a dimension alongside time would exceed any 

reasonable definition of an image. However, while 

Model Error Rate

ResNet18 7.4%

ResNet34 5.2%

ResNet50 5.6%

SqueezeNet1.0 6.5%

VGG16 4.1%

VGG19 4.1%

DenseNet121 6.5%

AlexNet 7.8%
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computational activity of the brain is somatotopically 

mapped, all relevant information transfer may not be entirely 

local. Thus, relying on strictly spatial ordering in this 

dimension may not be necessary or even beneficial. Indeed, 

in the study on classifying spatiotemporal signatures in a 

peripheral nerve, [9] two different electrode numbering 

schemes were used to account for the fact that the array had 

both a radial and longitudinal dimension, similar to our 2D 

arrays. A similar technique using transfer learning was also 

used to classify sleep stages using EEG data[12]. The 

technique has also been applied to non-image data outside 

the biomedical space, such as mel spectrograms for music 

genre classification[13]. Furthermore, convolutional neural 

networks have proven themselves in the field of image 

classification by extracting features. It is clear to the human 

eye looking at the examples of LFP spatiotemporal 

signatures shown in Figure 1 that there are features that 

distinguish the classes. Therefore, these signatures are not 

conceptually at odds with the use of a CNN for 

classification. 

V. CONCLUSION 

This work has demonstrated the methodology of fine tuning 

a convolutional neural network for classifying LFP 

recordings from the central nervous system based on the 

location of the applied stimulus. Utilizing this method allows 

for rapid training of the network and a high level of accuracy 

that is comparable to other state-of-the-art techniques in the 

field. 
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