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Abstract

This paper proposes an explainable educational recommender system that leverages causal graphs to model
the complex relationships between learning activities, student behaviors, and performance outcomes. Unlike
correlation-based approaches, our framework incorporates causal inference to identify actionable learning
pathways, ensuring that recommendations are not only predictive but also pedagogically meaningful. By
integrating explainability mechanisms, the system provides both students and educators with transparent
justifications for each recommendation, highlighting the causal factors influencing predicted performance.
Experiments conducted on real-world educational datasets demonstrate that the proposed approach improves
both prediction accuracy and interpretability, while offering actionable insights for personalized learning
interventions. This work contributes to bridging the gap between predictive accuracy and explainability in
educational recommender systems, ultimately fostering more trustworthy and effective technology-enhanced
learning environments.
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Introduction

In recent years, educational recommender systems (ERS) have emerged as a vital component of technology-
enhanced learning, supporting personalized learning pathways, adaptive feedback, and tailored resource

suggestions for students. By leveraging large-scale data on learners’ interactions, behaviors, and outcomes,
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these systems aim to provide guidance that maximizes academic achievement and fosters long-term skill
development. However, while conventional recommender approaches—such as collaborative filtering, matrix
factorization, or deep learning—have demonstrated predictive accuracy, they often operate as "black-box"
models. Their recommendations, though effective, are frequently opaque, leaving students and educators with
limited understanding of why certain resources or strategies are suggested. This lack of interpretability hinders
trust, adoption, and actionable use of recommendations in educational contexts, where transparency and
explainability are especially critical.

Explainability in ERS is not merely a technical preference but an educational necessity. Unlike consumer
domains, where recommendations are evaluated primarily by short-term satisfaction (e.g., movies, music, or
shopping), educational recommendations directly influence learners’ knowledge trajectories, motivation, and
career opportunities. Students, teachers, and institutional stakeholders require explanations that clarify the
rationale behind suggested interventions, enabling informed decision-making and reflective learning practices.
For instance, a recommendation to review algebraic concepts before attempting calculus should be
accompanied by causal justification—demonstrating how mastering prerequisite skills leads to improved
performance in advanced topics. Without such insights, recommendations risk being perceived as arbitrary or
irrelevant, undermining both their credibility and effectiveness.

To address this challenge, researchers are increasingly turning toward causal modeling as a foundation for
building explainable ERS. Unlike purely correlational approaches, causal inference seeks to uncover the
underlying mechanisms that generate observed outcomes. Causal graphs—such as Directed Acyclic Graphs
(DAGs)—offer a structured representation of how variables like prior knowledge, engagement, study habits,
and resource use interact to influence student performance. By embedding causal reasoning within
recommender systems, it becomes possible not only to predict which resources are likely to benefit a student,
but also to articulate why they will be beneficial, grounded in cause-effect relationships rather than statistical
association alone.

This causal perspective provides several key advantages. First, it enables counterfactual reasoning: educators
and students can explore "what-if" scenarios, such as how performance might improve if a learner dedicates
additional time to practice problems or adopts a different study strategy. Second, it enhances fairness and
accountability by revealing potential biases in data-driven recommendations, ensuring that interventions do

not inadvertently disadvantage certain groups. Third, causal explainability fosters deeper pedagogical
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alignment by mapping system outputs to established educational theories, thereby bridging the gap between
machine intelligence and human instructional design.

Despite its promise, integrating causal graphs into ERS remains a relatively underexplored area. Current
literature has largely focused on either predictive modeling or basic interpretability techniques (e.g., feature
importance or attention weights), which fall short of capturing the nuanced dynamics of learning processes. A
causal graph approach, by contrast, emphasizes why interventions work, not merely which interventions
correlate with positive outcomes. This shift holds the potential to transform ERS from passive recommendation
engines into proactive, trustworthy partners in education—capable of not only predicting performance but
actively enhancing it through actionable, transparent, and pedagogically grounded insights.

In this paper, we propose an explainable educational recommender system based on causal graph modeling.
Our framework combines predictive accuracy with interpretability, offering students and educators clear causal
explanations for recommended actions. By situating recommendations within a causal structure, we aim to
bridge the critical gap between machine learning predictions and meaningful educational guidance, ultimately
contributing to improved student performance and more effective teaching practices.

Causal Inference in Recommender Systems

Causal inference in recommender systems is an emerging area that aims to move beyond traditional
correlation-based approaches to recommendation. Standard recommender models, such as collaborative
filtering or deep learning—based methods, typically rely on patterns in historical user—item interactions.
However, these methods are often biased by confounding factors such as popularity effects, selection bias, or
exposure bias. As a result, they may recommend items not because they are truly relevant, but because users
were more likely to encounter them in the first place.

Causal inference provides a framework to disentangle true user preferences from such biases by modeling the
underlying cause—effect relationships. Techniques such as propensity score weighting, instrumental variables,
and counterfactual reasoning are increasingly applied to recommendation problems. For example,
counterfactual estimators can simulate how a user might have behaved had they been exposed to a different
item, enabling systems to learn from both observed and unobserved interactions.

Incorporating causal inference into recommender systems can lead to more robust personalization, improved

fairness, and better generalization to new contexts. By focusing on causal effects rather than correlations,
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recommender systems can provide recommendations that are not only accurate but also explainable, reliable,

and less susceptible to bias.
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Causal graphs, also known as causal diagrams or directed acyclic graphs (DAGs), are powerful tools for

representing cause-and-effect relationships. In the field of education, they play a crucial role in helping

researchers, policymakers, and educators better understand the complex factors that influence learning

outcomes.

1. Clarifying Relationships

Education systems are shaped by multiple variables such as teaching quality, socioeconomic status, classroom

environment, student motivation, and curriculum design. Causal graphs provide a structured way to map these

relationships, distinguishing between direct, indirect, and spurious associations. For example, they can help

separate the effect of a teacher’s instructional style from the effect of students’ prior knowledge.

2. Improving Research Design
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Educational research often relies on observational data where randomized experiments are not always feasible.
Causal graphs guide researchers in identifying potential confounding variables, mediators, and moderators. By
doing so, they improve the design of studies, making causal inferences more reliable.

3. Guiding Policy Decisions

Policy interventions in education, such as introducing new teaching methods or technology, can have far-
reaching consequences. Causal graphs enable decision-makers to predict possible outcomes of these
interventions and to identify unintended consequences. For example, they can illustrate how increasing digital
access might indirectly affect student performance through improved engagement.

4. Enhancing Data Interpretation

Educational datasets are often large and complex. Without a framework, statistical correlations can be
misinterpreted as causal relationships. Causal graphs provide clarity by explicitly modeling assumptions and
showing which variables should be adjusted for in statistical analyses, thus avoiding biased conclusions.

5. Supporting Personalized Learning

In adaptive and personalized learning environments, causal graphs can help educators identify which factors
most strongly influence individual student outcomes. This allows for targeted interventions, ensuring that
resources and support are allocated more effectively.

Need for Explainability in Educational Recommender Systems

Educational Recommender Systems (ERS) are increasingly being used to guide learners in selecting courses,
learning resources, and career pathways. While these systems hold the potential to personalize learning and
improve outcomes, the issue of explainability has become a central concern.

1. Transparency for Learners

Learners often want to understand why a particular course, textbook, or video is being recommended. Without

b

explanations, students may perceive the system as a “black box,” reducing trust and engagement. Clear
reasoning—such as linking recommendations to a learner’s goals, past performance, or preferred learning
style—helps students make informed decisions.

2. Trust and Acceptance

Trust is essential in education, where the stakes involve academic progress and future careers. Explainable
recommendations foster confidence by showing how suggestions align with a learner’s needs. A lack of

transparency may lead to skepticism, resistance, or even abandonment of the system.
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3. Support for Teachers and Administrators

Educators and academic advisors also rely on ERS to support curriculum planning and student guidance.
Explanations help teachers validate the appropriateness of recommendations, ensuring they align with
pedagogical objectives and institutional policies.

4. Fairness and Accountability

Explainability is crucial for identifying and mitigating bias in educational recommendations. For example, if
a system disproportionately suggests certain pathways to specific demographic groups, clear explanations can
reveal such patterns and promote fairness. Accountability in decision-making is especially important in
educational contexts, where equity and inclusivity are priorities.

5. Improved Learning Outcomes

Explanations themselves can have pedagogical value. When students understand why a resource is suitable—
e.g., because it fills a specific knowledge gap or builds on prior skills—they are more likely to engage
meaningfully with the material. This reflective process reinforces self-regulated learning.

6. Regulatory and Ethical Considerations

With the growing emphasis on ethical Al, explainability is often mandated by educational policies and data
protection regulations. Providing interpretable recommendations ensures compliance with guidelines for
transparency, data use, and learner autonomy.

Predicting and Enhancing Student Performance

One of the ultimate goals of educational technology is to enhance student performance, not merely to predict
it. Prediction-only systems risk becoming diagnostic tools that inform educators about which students are likely
to succeed or fail, without providing clear strategies for improvement. This can exacerbate inequalities if at-
risk students are merely flagged rather than supported.

By contrast, a causal graph-based ERS integrates prediction and intervention. It predicts likely performance
trajectories while simultaneously identifying causal levers—the specific interventions most likely to enhance
outcomes for each student. For example:

e A student predicted to underperform in physics due to weak algebra skills might receive targeted algebra

reinforcement, with a causal explanation linking algebra proficiency to physics success.
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e Another student may be predicted to perform poorly not because of knowledge gaps but due to low

engagement; the system may recommend gamified activities or group work, explaining the causal pathway

between engagement and persistence.

This dual role of prediction plus enhancement aligns with the educational mission of fostering learning growth

rather than simply categorizing students.

Research Methodology

This study adopts a mixed-methods approach, combining quantitative modeling using causal graphs with

qualitative evaluation through expert interpretation. The central aim is to build an explainable educational

recommender system (EERS) that not only predicts student performance but also provides interpretable

recommendations to enhance learning outcomes.

The research design proceeds in four phases:

1. Data Collection and Preprocessing: Compilation of student data across demographic, behavioral, and

academic performance variables.

2. Causal Graph Construction: Learning causal structures that represent relationships among factors

influencing student performance.

3. Recommender System Integration: Embedding the causal graph within a recommender engine to

generate personalized, explainable suggestions.

4. Evaluation: Measuring predictive accuracy, interpretability, and user acceptance.

Results and Discussion

The causal graph-enhanced recommender outperformed traditional collaborative filtering and content-based

systems.

Table 1. Predictive Performance Comparison

Model Type RMSE MAE Accuracy (%)
Collaborative Filtering
8.72 6.41 68.2
(CF)
Content-based
7.95 5.89 714
Filtering (CBF)
Neural Network
6.33 4.76 78.9
(Black-box)
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Causal  Graph-based
EERS

The causal graph-based approach significantly improved accuracy. Unlike black-box neural networks, it

5.14 3.92 84.7

retained interpretability while offering better predictions.

Causal Insights into Student Performance

The causal model identified key relationships:
e LMS Engagement — Assignment Completion — Exam Performance
e Study Habits — Self-efficacy — Academic Achievement
e Socioeconomic Status — Resource Access — Course Retention

Table 2. Significant Causal Paths Identified

Causal Path Average Effect Size (B) p-value
LMS Engagement — Exam
0.27 <0.001
Performance
Study Habits — Self-efficacy
0.34 <0.001
— Achievement
SES — Resource Access —
) 0.21 0.002
Course Retention
Attendance —  Assignment
) 0.19 0.009
Completion

The findings align with established educational theories such as Bandura’s self-efficacy framework,
reinforcing the causal model’s validity.

Explainability Evaluation

Students and instructors rated system-generated explanations using a 5-point Likert scale.

Table 3. Perceived Explainability and Usefulness

Evaluation Criterion Mean Score (1-5) Std. Dev.
Clarity of Recommendations | 4.31 0.64
Trustworthiness 4.18 0.71
Actionability of Suggestions 4.42 0.55
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Comparison with Black-box
Al

Participants found the causal explanations more transparent and actionable than opaque Al models. This

4.47 0.52

enhanced trust, a critical factor in educational recommender adoption.

Performance Enhancement through Interventions

In an A/B testing experiment with 520 students, half used the causal recommender system while the other half
used a standard collaborative filtering system.

Table 4. Performance Outcomes After One Semester

Assignment _
Group Avg. Exam Score _ Retention Rate (%)
Completion (%)

Control (Collaborative
Filter)
Causal Recommender | 78.6 88.9 91.3

72.1 81.2 85.7

Students using the causal recommender showed statistically significant improvements across all performance
metrics. Recommendations guided by causal reasoning produced interventions with stronger practical impacts.
Conclusion

This work highlights the potential of explainable educational recommender systems built on causal graph
approaches to both predict and enhance student performance. Unlike traditional predictive models that
primarily rely on correlations, causal graphs provide a deeper understanding of the underlying mechanisms
that shape learning outcomes. By capturing cause-effect relationships among student attributes, learning
behaviors, and instructional strategies, such systems can move beyond “black box” recommendations to deliver
transparent, interpretable, and actionable insights for students, instructors, and policymakers.

The integration of explainability ensures that recommendations are not only accurate but also trusted and
aligned with pedagogical goals. This empowers learners with personalized guidance, enables educators to
design more effective interventions, and supports institutions in optimizing curricula and resources. Future
work should focus on validating causal models across diverse educational contexts, addressing issues of
fairness and bias, and developing interactive interfaces that allow stakeholders to explore and challenge

recommendations. Ultimately, causal graph—based recommender systems represent a significant step toward
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creating adaptive, ethical, and student-centered educational technologies that foster both improved

performance and deeper engagement in learning.
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