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Abstract

This article presents a detailed technical analysis of the Python script server_UDP_crypto_-
protocollo_TLV_multicast_relay.py. This script implements a network server operat-
ing over UDP multicast, providing secure message relay functionality among connected clients. The
analysis examines the server’s architecture, its internal operation, the custom Type-Length-Value
(TLV) communication protocol, security mechanisms based on RSA asymmetric encryption, mes-
sage fragmentation handling, client state maintenance via keep-alive and timeouts, and disconnec-
tion management. The primary purpose of the code, its underlying didactic intentions, and potential
application scenarios will be discussed. The goal is to provide an in-depth understanding of the
design and implementation, evaluating its robustness, security, and technical elegance.

1 Introduction

In the landscape of network communications, the need to exchange messages securely and efficiently
among multiple participants is a constant challenge. Multicast-based architectures offer a scalable solu-
tion for distributing data to a group of recipients, but often lack intrinsic security and reliability mech-
anisms, especially when using the User Datagram Protocol (UDP), known for its connectionless and
unreliable nature.

This article focuses on the analysis of a specific software artifact: the Python script server_UDP_-
crypto_protocollo_TLV_multicast_relay.py. This script implements a server acting as a
secure multicast relay. It receives messages from clients, decrypts them, and securely retransmits them
to other active clients in the multicast group, while also managing critical aspects such as authentication
through public key exchange, fragmentation of long messages, and client presence through timeout and
keep-alive mechanisms.

The purpose of this analysis is twofold: on one hand, to deconstruct the server’s technical oper-
ation, highlighting the design choices and implementation techniques adopted; on the other hand, to
evaluate the code as a potential educational tool for illustrating advanced concepts in networking, ap-
plied cryptography, and concurrent programming in Python. Through rigorous examination, we aim to
provide readers, whether they are developers, software architects, or students, with a clear and detailed
understanding of this secure communication solution.

2 Analysis of Operation (server_UDP_crypto_protocollo_TLV_-
multicast_relay.py)

The script implements a UDP server that leverages multicast for group communication, adding layers of
security and state management. A detailed analysis of its operation reveals a well-defined architecture
and specific mechanisms to address the challenges of secure UDP communication.
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2.1 General Architecture

The server adopts a multithreaded architecture to handle network operations and client state maintenance
concurrently:

• Main Thread: Starts the server, generates the server’s RSA key pair (private and public), creates
the UDP socket, configures it for multicast, and starts the ServerThread. It waits for the server
thread’s termination, handling keyboard interrupts (Ctrl+C) for a clean shutdown.

• ServerThread (ServerThread class): This is the operational core of the server. It inherits
from threading.Thread and manages the main loop for receiving UDP messages. It is re-
sponsible for processing incoming data, handling fragments, decryption, client registration, and
message relay.

• Cleanup Thread: A secondary thread, started within ServerThread, dedicated exclusively to
the periodic cleanup of inactive clients based on a configurable timeout (CLIENT_TIMEOUT).
This thread runs in the background to avoid blocking message reception.

The management of shared state between threads (primarily the list of clients and their public keys) is
protected by a threading.Lock object (self.lock), ensuring mutual exclusion and preventing
race conditions.

2.2 Main Execution Flow

1. Initialization (run_server):

• A UDP socket (socket.SOCK_DGRAM) is created.

• The SO_REUSEADDR option is set to allow rapid server restarts.

• A timeout is set on the socket (sock.settimeout(1.0)) to prevent recvfrom from
blocking indefinitely and allow the main thread to periodically check status and handle shut-
down.

• The socket is bound to the specified multicast address and port (MULTICAST_GROUP,
MULTICAST_PORT), handling differences between Windows and Unix-like systems for
binding.

• The server joins the specified multicast group using IP_ADD_MEMBERSHIP.

• A 2048-bit RSA key pair is generated for the server.

• The ServerThread is instantiated and started, passing the socket and the server’s keys.

2. Operational Cycle (ServerThread.run):

• Starts the cleanup thread (cleanup_inactive_clients).

• Enters a while self.running loop.

• Attempts to receive data from the socket (sock.recvfrom). Due to the set timeout, this
call is not indefinitely blocking.

• If data is received, it calls self.process_data to handle it.

• Handles common exceptions like socket.timeout (normal during inactivity), Val-
ueError and struct.error (possible TLV parsing errors), OSError (socket prob-
lems).

• The loop continues as long as self.running is True.

3. Data Processing (ServerThread.process_data):

• Receives the raw data and the sender’s address.
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• Iterates through the data, sequentially extracting TLV messages using parse_tlv.

• Based on the TLV type, invokes the appropriate handler method (e.g., handle_frag-
ment, register_client_key, etc.).

• If the sender is a registered client, updates its last_activity timestamp for the timeout
mechanism. This occurs after processing all TLVs in the packet.

4. Termination:

• The user presses Ctrl+C, causing a KeyboardInterrupt in the main thread.

• The except handler calls server_thread.stop().

• stop() sets self.running to False and closes the socket (self.sock.close()).
Closing the socket typically causes an exception (OSError) in recvfrom within the
ServerThread, which is handled and leads to an exit from the run loop.

• The main thread waits for the ServerThread to terminate using server_thread.join().

2.3 Key Components

• ServerThread Class: As mentioned, it’s the central component orchestrating message recep-
tion, processing, and relay, as well as client lifecycle management. It maintains the state of re-
ceived fragments (self.received_fragments) and connected clients (self.client_-
keys).

• TLV Utility Functions (create_tlv, parse_tlv): Implement the custom communication
protocol. create_tlv builds a formatted TLV message (Type 2 bytes, Length 2 bytes, Value n
bytes), while parse_tlv extracts these components from a byte stream. Both use struct for
serialization/deserialization in network byte order (!).

• Cryptographic Functions (encrypt_data, decrypt_data): Encapsulate the use of the
cryptography library for RSA encryption and decryption with OAEP padding and SHA256
hash, a robust standard for asymmetric encryption. Decryption includes basic error handling.

• Fragmentation Functions (fragment_data, defragment_data): Handle the splitting of
long messages into smaller fragments (FRAGMENT_SIZE) and their reassembly. Essential for
overcoming UDP datagram size limits and handling RSA encryption, which operates on limited-
size blocks.

• client_keys Dictionary: Key data structure (dict) protected by a lock, mapping a client’s
address (ip, port) to its public key and the timestamp of the last activity (address ->
(public_key, last_activity)). Crucial for authentication, encryption of relayed mes-
sages, and timeout management.

• received_fragments Dictionary: Temporary data structure (dict) used to store incoming
message fragments, indexed by message ID and sequence number (msg_id -> {seq_num:
fragment_data}), until reception is complete.

2.4 Interactions

• Client-Server (Initial Handshake): 1. A new client sends a request for the server’s public key
(TLV Type 7). 2. The server responds by sending its public key (PEM format) encapsulated
in a Type 5 TLV. 3. The client, having received the server’s key, sends its own public key (PEM
format) to the server, encapsulated in a Type 4 TLV. 4. The server receives, validates, and registers
the client’s key in the client_keys dictionary, associating it with the client’s address and the
current timestamp (register_client_key).
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• Sending Message (Client -> Server): 1. The client encrypts the original message using the
server’s public key. 2. The encrypted message is encapsulated in one or more Type 3 TLVs
(Encrypted Data Block). 3. These TLV blocks are fragmented if necessary. Each fragment is
placed into a Type 1 TLV (Fragment), which includes a message ID, sequence number, total
number of fragments, and the fragment data. 4. The Type 1 TLVs are sent to the server via UDP.

• Reception and Decryption (Server): 1. The server receives the Type 1 TLVs (handle_-
fragment). 2. Stores the fragments in received_fragments. 3. When all fragments
of a message are received, it reassembles them (reassemble_decrypt_and_relay). 4.
Extracts the encrypted blocks (Type 3 TLV) from the reassembled message. 5. Decrypts each
block using its own RSA private key. 6. Reconstructs the original message from the decrypted
blocks.

• Message Relay (Server -> Other Clients): 1. The server iterates over the registered clients
in client_keys (excluding the original sender). 2. For each recipient client, it creates a re-
lay message (create_relay_message): a. Creates a Type 10 TLV containing the original
sender’s IP address and port. b. Encrypts the original message (decrypted in the previous step)
using the recipient client’s public key. c. Encapsulates the encrypted message in a Type 6 TLV
(Encrypted Message for Relay). d. Combines the Type 10 TLV and the Type 6 TLV. 3. Sends this
combined message to the recipient client via UDP.

• Keep-Alive and Timeout: 1. Clients periodically send Keep-Alive messages (TLV Type 9) to the
server. 2. The server, upon receiving a Keep-Alive (or any other valid message from a registered
client), updates the last_activity timestamp for that client (handle_keepalive, pro-
cess_data). 3. The cleanup_inactive_clients thread periodically checks client_-
keys. If now - last_activity > CLIENT_TIMEOUT for a client, it is considered inac-
tive. 4. Before removing an inactive client, the server notifies other clients by sending a Type
12 TLV message (Client Disconnected Notification) containing the address of the disconnected
client. 5. The inactive client is removed from client_keys.

• Explicit Disconnection: 1. A client intending to disconnect sends a Type 8 TLV message (Dis-
connect Request). 2. The server (handle_disconnect) receives the request. 3. Immediately
notifies other active clients by sending a Type 12 TLV message. 4. Immediately removes the
client from client_keys.

2.5 Protocols and Mechanisms

• UDP Multicast: Used as the underlying transport for group communication. The server joins the
group to receive messages sent to the multicast address. However, relay occurs via direct unicast
UDP sends to individual registered clients.

• Custom TLV Protocol: A simple application protocol based on Type-Length-Value to structure
the different types of exchanged messages (fragments, keys, encrypted data, notifications, etc.).
The defined types are:

– 1: Fragment

– 3: Encrypted Data Block (Client -> Server)

– 4: Client Public Key

– 5: Server Public Key Response

– 6: Encrypted Message for Relay (Server -> Client)

– 7: Server Public Key Request

– 8: Disconnect Request
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– 9: Keep-Alive

– 10: Sender Address Info (in relayed message)

– 12: Client Disconnected Notification

• Fragmentation/Reassembly: Necessary mechanism to send data exceeding the maximum size
of a single UDP datagram or the block limits of RSA encryption. Implemented using message
IDs and sequence numbers.

• RSA Asymmetric Encryption (OAEP): Used to ensure message confidentiality. Each client
encrypts with the server’s public key. The server decrypts with its private key and then re-encrypts
for each recipient using that specific recipient’s public key. This ensures that only the server can
read the original message and only the final recipient can read the relayed message.

• Public Key Exchange: A simple handshake mechanism allows the server and clients to exchange
their respective RSA public keys at the beginning of the connection.

• Client State Management (Keep-Alive/Timeout): Mechanism to maintain an updated list of ac-
tive clients, removing those that do not send data or keep-alives for an extended period (CLIENT_-
TIMEOUT).

• Disconnection Notification: Mechanism to inform active clients when another client disconnects
(either explicitly or due to timeout), allowing client applications to update their view of partici-
pants.

• Sender Identification in Relay: The server includes the original sender’s address (TLV Type 10)
in the relayed message, allowing the receiving client to know who sent the original message.

2.6 Libraries Used

The code relies on several standard and third-party Python libraries:

• socket: Provides basic network programming functionalities (UDP socket creation, binding,
sending/receiving data, socket options like SO_REUSEADDR, IP_ADD_MEMBERSHIP).

• struct: Used to convert between Python values and C structs (bytes), essential for serializ-
ing/deserializing the Type and Length fields of the TLV protocol in binary format (network byte
order).

• os: Mainly used for os.name to differentiate socket binding behavior between Windows (nt)
and other operating systems.

• threading: Provides classes and tools for thread creation and management (Thread, Lock),
fundamental to the server’s concurrent architecture.

• time: Used to get the current timestamp (time.time()) for timeout management and for
pausing (time.sleep()) in the cleanup thread and the main thread’s waiting loop.

• cryptography: Essential external library for all cryptographic operations. Specifically, mod-
ules are used for:

– RSA key generation (rsa.generate_private_key).

– RSA encryption/decryption with OAEP padding (padding.OAEP, hashes.SHA256).

– Key serialization/deserialization in PEM format (serialization.load_pem_pub-
lic_key, public_key.public_bytes).

– Cryptographic backend management (default_backend).
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3 Primary Purpose of the Code

The primary purpose of the server_UDP_crypto_protocollo_TLV_multicast_relay.py
script is to provide a secure and managed multicast relay service. Specifically, it aims to:

1. Receive Messages via UDP Multicast: Act as a central listening point for messages sent to a
specific UDP multicast group. 2. Ensure Confidentiality: Guarantee that messages exchanged between
clients through the server are protected from unauthorized interception. This is achieved by decrypting
incoming messages (encrypted with the server’s public key) and subsequently re-encrypting them for
each recipient (using the specific recipient’s public key). 3. Relay Messages to Active Participants:
Forward messages received from one client to all other clients currently connected and registered with
the server. 4. Identify the Original Sender: Allow receiving clients to know the identity (IP ad-
dress and port) of the client who originated the message, even after relay by the server. 5. Manage
Client Presence: Maintain an updated list of active clients, managing connections and disconnections
(both explicit and due to inactivity/timeout) and notifying other participants of such events. 6. Handle
Long Messages: Overcome the inherent limitations of UDP packet size and RSA encryption block size
through a transparent fragmentation and reassembly mechanism.

In summary, the code aims to solve the problem of creating a group communication channel (many-
to-many) over an IP network that is simultaneously efficient (thanks to initial multicast listening, even
though relay is unicast), secure (confidentiality via RSA), and robust with respect to the dynamic nature
of participants (handling connections/disconnections/timeouts).

4 Author’s Didactic and Communicative Intent

Analyzing the structure, implementation choices, and managed complexity, it is possible to infer several
didactic and communicative intentions on the part of the code’s author:

1. Demonstrate Network Programming with UDP and Multicast: The code concretely illustrates
how to configure a UDP socket for listening on a multicast group, handling platform specifics (Windows
vs. Unix-like) and necessary socket options (SO_REUSEADDR, IP_ADD_MEMBERSHIP). 2. Illustrate
the Integration of Asymmetric Cryptography (RSA): A practical use case of RSA cryptography is
shown to ensure confidentiality in a communication system. It includes key generation, secure public key
exchange (albeit simple), encryption and decryption with OAEP padding, and key serialization (PEM).
It demonstrates how to apply cryptography in a client-server-client (relay) context. 3. Explain Custom
Application Protocol Design (TLV): The use of the TLV format is a classic example of how to define
a simple and extensible protocol over a transport like UDP. The code shows how to structure different
message types (data, control, metadata) using this pattern. 4. Address UDP Limitations (Fragmenta-
tion): The implementation of fragmentation and reassembly demonstrates a fundamental technique for
sending arbitrarily sized data over a datagram protocol with size limits. 5. Manage Concurrency and
Shared State (threading, Lock): The use of threading to separate network listening from inac-
tive client cleanup, and the use of Lock to protect access to the client_keys dictionary, are clear
examples of how to manage concurrency and prevent race conditions in network applications. 6. Im-
plement Robustness Mechanisms (Timeout, Keep-Alive, Disconnect): The code shows how to make
a UDP server more robust by actively managing client state, detecting inactive clients, and handling
disconnections cleanly, notifying other participants. 7. Implement a Relay Pattern: The entire logic
of receiving, decrypting, identifying the sender, re-encrypting for recipients, and forwarding constitutes
a complete example of the "secure relay" pattern.

From a communicative standpoint, the code is reasonably well-structured, with functions dedicated
to specific tasks (TLV, crypto, fragmentation) and a ServerThread class that encapsulates the main
server logic. The use of variable and function names is generally clear. Comments, although not overly
abundant, clarify some key steps. Configuration constants are defined at the beginning, improving read-
ability and maintainability. The author thus seems to want to present a complete and functional solution
to a non-trivial problem, touching upon multiple aspects of advanced and secure network programming
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in Python.

5 Example Use Cases

A server with the features implemented in the analyzed script can find application in various practical
scenarios where secure and managed group communication is required, but where absolute delivery
guarantee and strict message ordering (typical of TCP) are not primary requirements, or are handled at
a higher application layer.

Some examples include:
1. Simple Secure Chat Rooms: A group of users can connect to the server, exchange keys, and

send messages that are securely relayed to all other participants. Sender identification allows displaying
who sent each message. Disconnection management helps keep the chat participant list updated. 2.
Real-time Notification Systems: A component of a distributed system could send critical notifications
or events to the server, which would securely relay them to all interested services or clients that are
currently active. For example, status update notifications, alarms, or monitoring events. 3. Simple
Multiplayer Games: For games where the state does not require perfect synchronization and very
low latency, the server could be used to relay position updates, player actions, or game events among
connected clients. Security prevents basic cheating or interception. 4. Lightweight Collaboration
Tools: Applications where multiple users need to receive near real-time updates on a shared document
or workspace (e.g., change notifications, user presence), but without the need for strong consistency
guaranteed by the transport layer. 5. Secure Distribution of Sensitive Data to Dynamic Groups:
In scenarios where a stream of sensitive data must be distributed to a group of recipients whose list
may change over time (users connecting/disconnecting), the server acts as a secure and managed central
point.

It is important to note that, given the nature of UDP, the client application should be prepared to
handle potential packet loss or out-of-order arrival of relayed messages (although fragments of a single
message are reassembled in order by the server).

6 Conclusions

The analysis of the server_UDP_crypto_protocollo_TLV_multicast_relay.py script
reveals a technically sound and well-conceived software implementation for a secure multicast relay
server. The code demonstrates a good command of key concepts in Python network programming,
asymmetric cryptography, and concurrency management.

Strengths:

• Security: The use of RSA with OAEP padding ensures message confidentiality during transit and
relay. The initial public key exchange provides a basis for secure communication.

• Robustness: The implementation includes essential mechanisms for managing a dynamic envi-
ronment: fragmentation for long messages, timeout and keep-alive handling to detect inactive
clients, explicit disconnection management, and associated notifications.

• Clear Protocol: Adopting a custom TLV protocol makes the message format structured and
potentially extensible.

• Concurrency Management: Correct use of threading and Lock allows the server to remain
responsive and manage shared state safely.

• Sender Identification: Including the sender’s address in the relayed message is a useful feature
for many applications.

Weaknesses and Areas for Improvement:
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• Lack of Strong Authentication/Integrity: The system ensures confidentiality but does not im-
plement explicit mechanisms to verify message integrity (e.g., digital signatures or MACs based
on derived symmetric keys) or strong server/client authentication (it relies on trust in the initial
public key exchange, vulnerable to MitM without additional mechanisms like certificates).

• UDP Reliability: Being based on UDP, there is no inherent delivery guarantee for messages
relayed to clients. The client application must handle potential losses.

• Limited Scalability: The single ServerThread model processing all messages sequentially
(within the thread) and the use of a global lock for client_keys could become a bottleneck
under high load. More advanced models (e.g., worker thread pools, queues, more granular locks)
could improve scalability.

• Single Point of Failure: The server represents a central point; its failure would interrupt all
communication for the group.

• Cryptographic Error Handling: Error handling during decryption is basic (try-except
Exception). It could be made more specific to distinguish padding errors from other issues.

• Replay Vulnerability: The protocol does not seem to include mechanisms (like secure times-
tamps or nonces) to prevent replay attacks, where an attacker could re-send a previously inter-
cepted valid encrypted message.

Overall Assessment: Despite the areas for improvement, the code represents an excellent educa-
tional example and a functional basis for a secure multicast relay system. It covers a wide range of
relevant techniques and addresses the inherent challenges of secure UDP communication pragmatically.
The design choices are generally sensible, and the implementation is clean and understandable. As a
technical solution, it is suitable for scenarios with moderate security requirements where TCP guarantees
are not strictly necessary. As an educational tool, it is extremely valuable for illustrating the integration
of networking, cryptography, and concurrency in Python.

7 Reference File

• server_UDP_crypto_protocollo_TLV_multicast_relay.py
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