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1 Introduction
In the realm of modern network communications, the need for secure and efficient mechanisms for distributing
information to groups of recipients is increasingly pressing. Multicast-based architectures offer an intrinsically
efficient solution for one-to-many or many-to-many communication, reducing the load on the network and the
sender. However, the open nature of standard multicast raises significant security concerns, such as confidentiality
and authentication.

This article aims to analyze in detail a Python script, named client_UDP_crypto_protocollo_TLV_
multicast_relay.py, which implements a client for a group communication system based on UDP multi-
cast. This script integrates several advanced techniques, including a custom protocol based on Type-Length-Value
(TLV), RSA asymmetric cryptography for message security, UDP packet fragmentation management, keep-alive
mechanisms, and presence notifications (connection/disconnection).

The purpose of this analysis is twofold: on the one hand, to dissect the internal workings of the client, exam-
ining its architecture, protocols, and implementation choices; on the other, to evaluate the educational intent of
the code, highlighting the key networking and security concepts it exemplifies. The analysis is aimed at software
developers, system architects, and students interested in secure network communications and custom protocols.

2 Operational Analysis
(How the code client_UDP_crypto_protocollo_TLV_multicast_
relay.py works)

The Python script implements a client that participates in a secure multicast communication session, presumably
mediated by a relay server (not provided, but whose behavior is implied by the client’s design).

2.1 General Architecture
The client is implemented as a single Python script that utilizes several standard and third-party libraries. The
architecture is based on multithreading to handle concurrent operations:

• Main Thread: Manages initialization, sending user messages, and controlled shutdown.

• Receiving Thread (receive_message): Dedicated to continuously listening for incoming UDP packets
on the multicast group and processing them.

• Keep-Alive Thread (keepalive_thread_function): Periodically sends keep-alive messages to the
server to maintain an active session and signal its presence.

Communication between threads for termination is managed using a threading.Event object.

2.2 Main Execution Flow
The client’s execution follows these steps:

1. Socket Initialization: A UDP socket (socket.AF_INET, socket.SOCK_DGRAM) is created. The
Time-To-Live (TTL) for multicast packets is set, limiting their propagation in the network (typically to the
local network with TTL=1).

2. Key Generation: An RSA key pair (public and private) of 2048 bits is generated for the client. The private
key is kept secret, while the public key will be shared.

3. Registration and Server Key Exchange: The register_with_server function sends the client’s
public key (PEM format, TLV type 4) to the multicast group. Subsequently, it requests the server’s public
key (TLV type 7). It waits for a response containing the server’s public key (TLV type 5). This step is
crucial for encrypting messages destined for the server (and implicitly for other clients via relay).

4. Starting Secondary Threads: The receiving thread and the keep-alive thread are started.

5. Connection Notification: The client sends a "CONNECT" message (encrypted with the server’s public
key) to notify the server/group of its presence.
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6. Message Sending Loop: The main thread enters a while True loop, waiting for user input from the
console. Each entered message is processed by the send_message function.

7. Interrupt Handling (Ctrl+C): Upon receiving a KeyboardInterrupt, the client attempts to send an
encrypted "DISCONNECT" message.

8. Termination: The stop Event is set, signaling the secondary threads to terminate. The main thread waits
for the secondary threads to conclude (join()), closes the socket, and exits.

2.3 Key Components
Several functions implement the fundamental logic:

• create_tlv(type, value) and parse_tlv(data): Implement the encoding and decoding of the
TLV protocol. They use struct.pack/unpack with the format ’!HH’ (two short unsigned integers in
big-endian) for type and length, followed by the binary value.

• encrypt_data(data, public_key) and decrypt_data(ciphertext, private_key):
Handle RSA cryptography using the cryptography library. OAEP padding with SHA-256 is used,
considered secure for data encryption. Decryption includes basic exception handling.

• fragment_data(data, fragment_size) and defragment_data(fragments): Provide util-
ities for data fragmentation and defragmentation. fragment_data is actively used in send_message.
defragment_data is not explicitly used in the client code for reception, suggesting that the client ex-
pects messages already reassembled by the server (if they were fragmented) or that it only handles non-
fragmented messages on reception (Type 6).

• register_with_server(sock, private_key): Manages the initial "handshake" phase to send
its public key and obtain the server’s key. It includes a timeout for receiving the server’s key.

• send_message(message, server_public_key, sock): Is responsible for preparing and send-
ing messages. It performs the following steps:

1. Converts the message to bytes (utf-8).

2. Pre-fragmentation for RSA: If the message is longer than the maximum encryptable size with RSA-
OAEP (key size - padding overhead), it divides it into smaller chunks.

3. Encrypts each chunk with the server’s public key.

4. Creates a Type 3 TLV (Encrypted Data Block) for each encrypted chunk.

5. Concatenates the encrypted TLVs.

6. Generates a unique ID for the message (msg_id).

7. UDP Fragmentation: If the concatenated data exceeds FRAGMENT_SIZE (256 bytes), it divides it
into UDP fragments.

8. For each UDP fragment (or for the entire message if not fragmented):

– Prepares a fragmentation header: msg_id, sequence number (seq_num), total number of frag-
ments (total_frags).

– Combines the header and payload of the fragment.
– Creates a Type 1 TLV (Fragmented Data) containing the header and payload.
– Sends the Type 1 TLV via UDP to the multicast group.

• receive_message(sock, private_key, stop_event): Running in its own thread, it listens
on the socket. It uses a timeout to avoid blocking indefinitely and to allow checking the stop_event.
When it receives data:

– Parses the first TLV.

– Handling Type 10 (Sender Info): If the type is 10, it extracts the IP address and port of the original
sender (presumably added by the relay server) and proceeds to parse the inner TLV.

– Handling Type 6 (Relayed Message): If the type is 6 (potentially after a type 10), it attempts to decrypt
the value using the client’s private key. If decryption is successful, it prints the message, including
the sender’s address if available (from type 10).
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– Handling Types 11/12 (Connect/Disconnect Notify): If the type is 11 or 12, it extracts the address of
the client that connected/disconnected and prints a notification.

– Ignores other message types or handles parsing/decryption errors.

• send_keepalive(sock) and keepalive_thread_function(sock, stop_event): Imple-
ment the periodic sending of a Type 9 TLV (Keep-Alive) to signal presence to the server.

• run_client(): Main function that orchestrates the entire client lifecycle.

2.4 Interactions and Concurrency
Concurrency is managed using threading. The main thread handles sending (blocking only on user input),
while the receiving thread manages incoming network I/O asynchronously from the user. The keep-alive thread
operates independently at regular intervals. Coordination for shutdown occurs via threading.Event, a stan-
dard and safe mechanism for signaling events between threads. There do not appear to be critical shared data
requiring explicit locks, as each thread operates on distinct tasks (sending vs. receiving vs. keep-alive), and pri-
mary communication occurs via the socket (managed internally in a thread-safe manner for atomic operations like
sendto/recvfrom) and the Event.

2.5 Protocols and Mechanisms
• UDP Multicast: Used as the underlying transport for group communication. The address (224.1.1.1)

and port (5007) are hardcoded. TTL set to 1 limits propagation to the local network.

• Custom TLV Protocol: A simple binary framing protocol.

– Type (2 bytes, network order): Identifies the data type. Identified types: 1 (Fragmented Data), 3 (En-
crypted Data Block), 4 (Register Public Key), 5 (Server Public Key Response), 6 (Relayed Message),
7 (Request Server Key), 9 (Keep-Alive), 10 (Sender Info Wrapper), 11 (Client Connect Notify), 12
(Client Disconnect Notify).

– Length (2 bytes, network order): Length of the value field in bytes.

– Value (variable): Actual data.

• Asymmetric Cryptography (RSA-OAEP): Used for confidentiality.

– Messages sent by the client (send_message) are encrypted with the server’s public key. This im-
plies that only the server (which possesses the corresponding private key) can decrypt them.

– Messages received by the client (TLV type 6) are decrypted with the client’s private key. This implies
that the server must have encrypted these messages (or portions of them) using the client’s public
key, provided during registration. This scheme is typical of a relay system where the server receives,
decrypts (optional, but likely if it needs to inspect or log), and then re-encrypts for each recipient or
uses a different mechanism for relaying.

Pre-fragmentation before encryption is necessary because RSA can only encrypt data blocks of limited size.

• UDP Fragmentation: Managed at the application level due to UDP datagram size limits and the need to
send potentially large encrypted data. The implemented mechanism (TLV type 1) includes:

– Message ID (msg_id, 4 bytes): Uniquely identifies fragments belonging to the same original mes-
sage.

– Sequence Number (seq_num, 2 bytes): Orders the fragments.

– Total Fragments (total_frags, 2 bytes): Indicates the total number of fragments for that message.

This allows the receiver (presumably the server) to reassemble the original data. The client does not imple-
ment reassembly logic for incoming data, suggesting it receives messages already reassembled or unfrag-
mented from the server.

• Keep-Alive: A simple periodic message (TLV type 9) sent to the server to indicate that the client is still
active. It helps manage connection timeouts on the server side.
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• Connect/Disconnect Notifications: The client sends "CONNECT" and "DISCONNECT" strings as normal
encrypted messages. Instead, it receives specific TLVs (type 11 and 12) from the server, which notify of
connections and disconnections of *other* clients in the group. The server also adds the original sender’s
address (TLV type 10) to the messages it relays (TLV type 6).

2.6 Libraries Used
• socket: Low-level networking functionalities (UDP sockets, multicast).

• struct: For serializing/deserializing binary data (essential for TLV).

• os: Used here for os.urandom(4) to generate random message IDs.

• threading: For concurrency management (background reception and keep-alive).

• time: Used for time.sleep() in the keep-alive thread and potentially for timeouts (although socket.settimeout
is used for reception).

• cryptography: Comprehensive cryptographic library. Used for:

– RSA key generation (rsa.generate_private_key).

– Key serialization/deserialization (PEM format).

– RSA encryption/decryption with OAEP padding (public_key.encrypt, private_key.decrypt).

– Hashing functions (hashes.SHA256) used internally by OAEP.

3 Primary Purpose of the Code
The main objective of the script client_UDP_crypto_protocollo_TLV_multicast_relay.py is to
implement a client capable of participating in a secure group communication system via UDP multicast. The
system is designed around a model with a central relay (the implicit server) that manages key exchange, message
forwarding, and presence notifications.

The code aims to solve the following problems:

• Confidentiality: Ensuring that exchanged messages cannot be read by passive observers on the network,
using RSA cryptography.

• Efficient Group Communication: Leveraging UDP multicast to distribute messages to multiple recipients
without multiple unicast sends.

• Large Data Management: Overcoming the intrinsic size limits of UDP datagrams and RSA-encryptable
blocks through an application-level fragmentation mechanism.

• Presence Management: Keeping the server informed of the client’s active state (keep-alive) and receiving
notifications about the status of other participants.

• Sender Identification: Allowing clients to know the original sender’s address of messages relayed by the
server.

The client, therefore, acts as a user terminal for this secure communication system.

4 Author’s Didactic and Communicative Intention
By analyzing the structure and techniques employed, several didactic intentions on the part of the author can be
inferred:

• Demonstrating Applied Asymmetric Cryptography: Showing how to use RSA (with correct OAEP
padding) to encrypt and decrypt data in a real network context, including managing the initial exchange
of public keys.

• Illustrating Custom Protocol Design: Explaining the utility and implementation of an application-level
protocol (TLV) over UDP to structure communication and manage various functionalities (messages, con-
trol, metadata).
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• Addressing UDP Challenges: Highlighting the need for application-level mechanisms (like fragmentation)
when using UDP for data that might exceed MTU or protocol limits.

• Teaching Network Programming with Multicast: Providing a practical example of configuring and using
multicast sockets in Python.

• Exemplifying Concurrent Programming: Showing a common pattern in network applications: separating
listening/receiving from sending and managing periodic tasks (keep-alive) using threads.

• Integrating Security and Networking: Combining cryptography and network programming concepts to
build a more robust and secure application compared to clear-text communication.

The implementation choices, such as the use of well-known standard libraries (socket, threading) and a
high-level cryptographic library (cryptography), suggest an intention to create relatively accessible and mod-
ern code. The functional structure and comments (albeit limited in the provided code) aid understanding. The use
of TLV is a classic choice for its flexibility and extensibility.

5 Usage Example
A client like the one analyzed, along with the implicit relay server, could be used in several practical scenarios:

• Secure Group Chat Systems: For small local networks (offices, homes) where confidentiality is important
and multicast efficiency is advantageous.

• Secure Notification Systems: In distributed applications where a component needs to send secure notifica-
tions to a group of other components listening on the same local network.

• Simple Multiplayer Games: For distributing game state or events to all players on a LAN, with a basic
level of security.

• IoT Device Control: A central server could send encrypted commands to a group of IoT devices on the
local network via multicast.

• Local Collaborative Tools: Secure sharing of updates or states between instances of a collaborative appli-
cation running on the same network.

Usage is generally more suited to local or controlled network contexts, due to the multicast configuration with
TTL=1 and the nature of security based on a central relay server whose key is exchanged at the beginning.

6 Conclusions
The script client_UDP_crypto_protocollo_TLV_multicast_relay.py represents an interesting
example of integrating networking, cryptography, and protocol design in Python. It successfully implements a
client for a secure multicast communication system, addressing challenges such as confidentiality, fragmentation,
and presence management.

6.1 Strengths
• Security: Implements end-to-end encryption between client and server (and potentially client-to-client

mediated by the server) using RSA-OAEP.

• Multicast Efficiency: Leverages UDP multicast for group communication.

• Flexible Protocol: The use of TLV allows for easy extension of the protocol with new message types.

• Fragmentation Management: Includes a mechanism for sending data larger than UDP/RSA limits.

• Basic Robustness: Includes keep-alive and connection/disconnection notifications.

• Conceptual Clarity: Clearly demonstrates the application of advanced concepts.
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6.2 Weaknesses and Improvements
• UDP Reliability: The code does not implement acknowledgment (ACK) or retransmission mechanisms

for sent UDP fragments. It relies on UDP’s best-effort delivery. Packet loss can compromise the entire
fragmented message.

• RSA Performance: Encrypting all data (even after pre-fragmentation) with RSA can be computationally
intensive, especially for the server which must decrypt/re-encrypt for many clients. A hybrid approach (e.g.,
exchanging a symmetric key using RSA and then using AES for data) would be more performant.

• Error Handling: Error handling is minimal (e.g., except Exception in decryption, no handling for
failed sendto).

• Key Exchange Security: The initial server key exchange is vulnerable to Man-in-the-Middle (MitM) at-
tacks if there is no pre-existing trust mechanism or server identity verification.

• Lack of Incoming Reassembly: The client sends fragments (Type 1) but does not seem capable of receiving
and reassembling Type 1 messages, instead expecting ready-made messages (Type 6). This limits direct
client-client communication if it does not go through the server for reassembly.

• Hardcoded Configuration: Multicast address, port, and other constants are hardcoded, limiting flexibility.

6.3 Overall Assessment
The code is an excellent educational tool for illustrating how to combine UDP multicast networking, a custom
TLV protocol, asymmetric cryptography, and concurrency in Python. It provides a solid foundation for a secure
group communication system. However, for a production application, it would require significant improvements
in terms of reliability (packet loss management), performance (hybrid cryptography), security (key verification),
error handling, and configurability. It represents a good starting point and a valid case study for understanding the
complexities of secure network communication.

7 Reference Files
• client_UDP_crypto_protocollo_TLV_multicast_relay.py
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