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HOW TO ADOPT GENERATIVE AI IN THE RIGHT WAY

Generative AI has swiftly moved from an exciting technological 
novelty to a fundamental strategic asset across numerous industries. 
Yet, with immense potential comes equally significant responsibility. 
Adopting Generative AI the “right way”, thoughtfully, responsibly, and 
strategically, crucial for organisations aiming to leverage its benefits 
sustainably and ethically.

In this eBook, “How to Adopt Generative AI in the Right Way,” we’ve 
brought together diverse perspectives from expert practitioners, our 
GenAIOps Ambassadors, each sharing their specialised insights and 
real-world experiences. Rather than offering a single voice, we’ve 
intentionally preserved the unique contributions of each ambassador. 
This approach allows you to benefit from a range of viewpoints, 
practical lessons, and strategies, ensuring a comprehensive 
understanding of responsible AI integration.

You’ll find this guide structured to facilitate your journey from 
foundational knowledge and organisational readiness to deployment 
strategies, ethical governance, and the measurement of success. You 
may choose to read it sequentially or jump directly to the sections 
most relevant to your current needs and interests.

The richness of this collection comes from its diversity. Each 
author brings their own expertise, experiences, and understanding, 
collectively shaping a multifaceted view of what it means to implement 
Generative AI responsibly and effectively.

We hope this eBook provides you not only with practical insights but 
also inspires thoughtful dialogue and action within your organisation. 
Thank you to each ambassador for their valuable contributions, and to 
you, the reader, for engaging with this important topic.

PREFACE
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Introduction to Generative AI
What is Generative AI?
Generative AI is a branch of artificial intelligence designed to 
produce new ideas, content, or solutions without explicit human 
instructions for every step. Instead of merely identifying patterns, 
it leverages models like Generative Adversarial Networks (GANs) 
or large language models to create content—from text to images 
and beyond—based on learned patterns. This creative capacity 
enables Generative AI to tackle complex challenges and discover 
novel pathways, making it a critical tool in fields ranging from 
design and entertainment to scientific research and data analytics.

Why is it a Game-Changer?
Unlike traditional AI systems that rely on predefined rules or 
narrow statistical methods, Generative AI adds a powerful 
dimension of innovation to its outputs. It can propose unexpected 
solutions, generate realistic synthetic data for training, and even 
produce imaginative concepts that push beyond conventional 
boundaries. By synthesizing large volumes of information into 
new, coherent outputs, Generative AI is redefining productivity, 
revolutionizing creative processes, and accelerating problem-
solving capabilities—ultimately reshaping industries in ways we are 
only beginning to understand.

Common Misconceptions About Generative AI
Despite its growing prominence, Generative AI is often 
misunderstood. One misconception is that it functions as an all-
knowing creative genius, capable of replacing human ingenuity 
entirely. In reality, Generative AI is most effective when it works 
in synergy with human expertise, offering novel ideas that users 
can evaluate, refine, or discard. Another common myth is that it 
always produces perfect or reliable results; in practice, models can 
inherit biases from the data they’re trained on and may generate 
misleading or even inappropriate content if not carefully managed. 
Understanding these pitfalls helps set realistic expectations 
and highlights the importance of responsible development and 
deployment.
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Why “The Right Way” Matters
By Badri Ramakrishnan

AI is transforming industries, but how it is built and deployed determines its long-
term success. The “right way” isn’t about slowing down innovation; it’s about 
ensuring AI is effective, ethical, and aligned with human needs. Organisations 
that embrace responsible AI practices not only avoid potential pitfalls but also set 
themselves up for sustainable growth and long-term success.

Bias and Fairness: A Non-Negotiable Priority
AI reflects the data it is trained on. If that data carries biases, the model will too. Without 
responsible development, AI can reinforce existing inequalities. For example, biased 
hiring algorithms can disadvantage qualified candidates from under-represented groups. 
Companies must pro-actively audit AI models, diversify training datasets, and implement 
fairness checks. A commitment to fairness ensures that AI-driven decisions do not 
disproportionately harm certain demographics.
Pro-actively addressing bias requires a multi-layered approach:

•  Using diverse training data that represents different demographics and scenarios.
•  Implementing fairness-aware algorithms that reduce unintended discrimination.
•  Establishing ongoing monitoring to detect and mitigate bias over time.
•  Leveraging domain expertise to interpret AI outcomes and prevent hidden biases   
   from creeping into decision-making.

Bias in AI is not just an ethical concern—it’s a business risk. Biased systems can lead to 
legal challenges, reputation damage, and lost revenue due to mistrust from customers and 
stakeholders. In sectors such as finance and healthcare, bias can result in tangible harm, 
making fairness in AI a critical operational requirement.

https://www.linkedin.com/in/badri-ramakrishnan-866b4b18/overlay/about-this-profile/


HOW TO ADOPT GENERATIVE AI IN THE RIGHT WAY 3

Long-Term Viability and Adaptability
An AI model that is responsibly developed 
will stand the test of time. Cutting corners for 
short-term gains often leads to inefficiencies 
and regulatory setbacks. A well-structured 
AI system, built with ethical guidelines, will 
be easier to scale, adapt, and integrate as 
business and societal needs evolve. 
Companies that prioritize long-term 
AI viability will find themselves better 
positioned to navigate market shifts and 
technological advancements.
Investing in long-term AI viability means:

• Building modular AI architectures that 
allow for future improvements.
• Aligning AI with evolving regulatory 
frameworks to prevent compliance   
    challenges.
• Implementing robust governance to 
ensure AI aligns with organisational 
values.
• Conducting stress tests to evaluate AI 
performance under different conditions  
and evolving its architecture based on 
real-world learnings.

AI is not a one-time implementation—it 
requires continuous iteration and oversight. 
The right foundation ensures that AI 
solutions remain relevant, adaptable, and 
sustainable in the face of change. A well-
governed AI system evolves alongside 
business needs, keeping innovation 
sustainable and practical.

Unintended Consequences: The Cost 
of Poor Planning
AI is only as good as its design and data. 
Misalignment between AI objectives and 
business goals can result in inefficiencies, 
costly rework, or reputational damage. For 
instance, an AI-powered chatbot trained 
on incomplete data may generate offensive 
or misleading responses, harming brand 
credibility.

Other examples include:
• Fraud detection models that 
incorrectly flag legitimate transactions, 
frustrating customers.
• Healthcare AI misdiagnosing 
conditions due to incomplete training 
data.
• AI-driven recommendation systems 
reinforcing echo chambers and    
misinformation.
• AI-driven automation systems making 
unchecked decisions, leading to    
operational errors.

These failures highlight the importance 
of thoughtful AI design, rigorous testing, 
and ongoing human oversight to prevent 
unintended outcomes. A well-defined 
risk assessment framework can help 
organizations anticipate potential issues 
before they escalate.

Security & Privacy Risks
AI systems process massive amounts of 
sensitive data. If not managed properly, they 
become prime targets for cyberattack and 
data breaches. Organizations must ensure AI 
compliance with security standards, encrypt 
data, and implement strong governance 
to prevent unauthorized access and 
manipulation. Failure to protect AI systems 
can result in severe consequences, including 
data leaks, identity theft, and corporate 
espionage.
Key security measures include:

• Implementing robust encryption and 
access controls to protect AI-generated 
data.
• Conducting regular security audits to 
identify and address vulnerabilities.
• Ensuring AI-driven automation does 
not expose sensitive personal or 
business information.
• Creating mechanisms to detect 
adversarial attacks and prevent AI 
model manipulation.
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Without proper safeguards, AI could become 
a security liability rather than an asset. 
Organizations must integrate AI security into 
their broader cybersecurity strategy from 
the outset. Pro-actively managing AI security 
ensures that trust in AI-driven processes 
remains intact.

Job Displacement and Workforce 
Impact
AI automation can improve efficiency, but 
it also raises concerns about job losses. 
Without strategic workforce planning, 
businesses risk alienating employees 
and creating resistance to AI adoption. 
A balanced approach involves upskilling 
workers, redesigning roles, and ensuring 
AI augments human capabilities rather 
than replacing them entirely. Organizations 
must view AI as a tool for workforce 
transformation rather than simple cost-
cutting.
To navigate this shift responsibly:

• Invest in employee training programs 
to help workers transition into AI-
assisted roles.
• Develop policies that promote AI-
human collaboration rather than full 
automation.
•  Engage employees in AI development 
to address concerns and ensure ethical 
deployment.
•  Establish AI governance committees 
to involve diverse perspectives in AI 
decision-making.

AI should empower, not displace. Companies 
that pro-actively manage workforce 
transitions will foster greater acceptance 
and long-term success in AI integration. 
Aligning AI adoption with workforce 
strategies ensures that businesses remain 
competitive without creating unnecessary 
social disruptions.

The Need For Human Oversight
While AI can automate decision-making, 
human judgment remains essential. AI 
should complement human expertise, not 
replace it. Human-in-the-loop models help 
ensure that AI decisions align with business 
values and societal norms.
Best practices for AI oversight include:

• Keeping humans involved in high-
stakes AI decisions, such as healthcare 
diagnoses and financial approvals.
• Establishing clear escalation paths for 
AI errors or unexpected outcomes.
• Regularly auditing AI outputs to 
detect biases, inaccuracies, or harmful 
behaviours.
• Training employees to understand 
AI-driven insights and apply them 
effectively.

The best AI systems integrate human 
intelligence to provide checks and balances, 
reducing risk while maintaining efficiency. 
Human oversight acts as a safeguard 
against AI-driven errors and unintended 
consequences.



The Generative AI Manifesto
By Harrison Kirby

The Development and Operation of Generative AI must be trustworthy, 
effective, and rooted in accountability.

1. We foster an inclusive culture of open collaboration and trust by creating environments where 
diverse teams collaborate openly, ensuring that trust is built at every stage of Generative AI 
development and operation.

2. We lead with purpose and seek to understand by creating Generative AI systems that 
responsibly address humanity’s needs, emphasizing thoughtful innovation while acknowledging 
and adapting to the evolving nature of this journey.

3. We embrace complexity and seek simplicity by leveraging generative AI to solve real-world 
problems efficiently and adaptively, empowering our teams to innovate with ease and focus.

4. We interoperate progressively and expand responsibly by aligning each integration with wider 
goals to drive sustainable growth without overwhelming our systems or teams.

5. We empower through continuous learning by evolving alongside our models, fostering growth 
that aligns with our purpose to make Generative AI smarter and more efficient.

6. We design with transparency and act with integrity by building explainable systems that enable 
organizations to uphold their own standards of integrity and foster trust among stakeholders.

7. We enable resilient and agentic systems by creating AI systems that are robust, adaptive, and 
guided by human oversight to ensure responsible and accountable outcomes.

8. We build for excellence and efficiency by creating fortified Generative AI systems that balance 
operational reliability and maintainability without compromising performance, ready to deliver 
optimized results even under challenging conditions.

9. We ensure responsible alignment through human oversight by prioritizing guidance to monitor 
and adjust AI behaviours, aligning actions with organizational values to maintain accountability.

10. We promote governance and compliance by upholding strong governance with clear policies 
and safeguards to ensure our systems are reliable and compliant.

11. We assess risk with precision and operate with accountability by recognizing and managing 
the inherent risks of Generative AI at every level.

12. We commit to sustainable AI by designing energy-efficient systems and adopting practices that 
reduce our ecological footprint, ensuring long-term trust and operational sustainability.

Building on the idea that “the right way” to develop and deploy AI is 
essential for both ethical and practical reasons, we introduce the Generative 

AI Manifesto. Created by the Centre for GenAIOps in partnership with 
25 global ambassadors, the Manifesto is designed to guide us forward 

responsibly and effectively in this fast-evolving landscape and be 
universally applicable to your organisation. While it’s too early to pinpoint 

every best practice, these foundational principles are meant to endure, 
ensuring that our collective efforts remain ethical, inclusive, and aligned with 

the greater good as Generative AI continues to reshape industries.

HOW TO ADOPT GENERATIVE AI IN THE RIGHT WAY 5

https://www.linkedin.com/in/hakir/overlay/about-this-profile/
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Building an AI-Ready Organisation
By Krishnan Vijayaraghavan

Key Characteristics of an AI-
Ready Culture
An AI-ready organisation is 
characterised by a culture that 
embraces artificial intelligence as a 
fundamental component of its operations 
and strategy. This culture is built on 
several key principles and practices 
that facilitate the integration of AI 
technologies into the workplace.

Data-Driven Mindset
An AI-ready organisation prioritises 
data as a critical asset. This involves 
fostering a culture where data is shared 
across departments, ensuring that all 
teams have access to the information 
they need to make informed decisions. 
High-quality data management practices 
are essential, as the effectiveness of AI 
systems relies heavily on the underlying 
data quality.

Empowerment and Inclusion
Employees are encouraged to actively 
participate in the AI transformation 
process. This includes providing 
resources, training, and a safe 
environment for experimentation. 
Organisations should empower 
employees to embrace AI tools, fostering 
an inclusive atmosphere where everyone 
can contribute to the AI strategy.

Ethical Considerations
A responsible approach to AI is 
crucial. Organisations must engage 
in discussions about AI ethics and 
establish clear guidelines that 
promote transparency, fairness, and 
accountability in AI applications. This 
helps build trust among employees and 
stakeholders regarding the use of AI 
technologies.

Agility and Adaptability
AI-ready organisations exhibit agility, 
allowing them to quickly turn insights 
into actions and adapt to changes in 
technology and market demands. This 
requires a willingness to experiment, 
learn from failures, and pivot strategies as 
necessary.

Continuous Learning and Development
A commitment to ongoing education is 
vital for cultivating an AI-ready culture. 
Organisations should invest in training 
programs that enhance employees’ skills in 
AI and related technologies. This includes 
creating flexible learning opportunities that 
cater to individual learning preferences.

Collaborative Environment
Collaboration across various teams such 
as IT, data science, and business units, is 
essential for successful AI implementation. 
Establishing cross-functional teams 
can facilitate knowledge sharing and 
innovation, leading to more effective use of 
AI tools.

Creating a culture of an AI-ready 
Organisation
Creating a culture of an AI-ready 
organisation involves fostering 
an environment that embraces AI 
technologies and encourages innovation, 
collaboration, and ethical practices. Here 
are the key strategies to cultivate an AI-
ready culture:

https://www.linkedin.com/in/vkrisvasan/overlay/about-this-profile/
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Leadership Commitment
Strong support from leadership is 
crucial. Leaders should actively 
participate in AI initiatives, communicate 
a clear vision for AI integration, and 
demonstrate their commitment through 
investments in AI technologies and 
training programs. They must also 
encourage a mindset of adaptability 
and openness to change throughout the 
organisation.

Ongoing Education and Training
Organisations must prioritise continuous 
learning about AI among employees. 
This includes providing training sessions 
on AI tools, data literacy, and ethical 
considerations. Establishing specialised 
AI teams can help drive initiatives while 
integrating AI knowledge across various 
departments to ensure widespread 
understanding and competency.

Fostering a Culture of Experimentation
Encouraging experimentation is vital for 
innovation. Employees should feel safe 
to explore new ideas and technologies 
without fear of failure. This can be 
achieved by creating an environment 
that values trial and error, allowing 
teams to learn from both successes and 
setbacks.

Aligning AI with Business Goals
AI initiatives should be closely aligned 
with the organisation’s core objectives. 
This ensures that AI projects contribute 
to key business outcomes such as 
enhancing customer experiences or 
improving operational efficiencies. 
Clear alignment helps in demonstrating 
the tangible benefits of AI to all 
stakeholders.

Ethical AI Practices
Implementing ethical guidelines for AI 
usage is essential to build trust within 
the organisation.

This involves establishing protocols for 
transparency, fairness, and accountability 
in AI applications, ensuring that employees 
understand the ethical implications of their 
work with AI technologies.

Change Management
Structured change management strategies 
are necessary to ease transitions 
as organisations adopt AI. Regular 
communication about the rationale behind 
AI initiatives helps mitigate resistance and 
builds trust among employees. Engaging 
teams in the decision-making process 
fosters a sense of ownership over the 
changes being implemented.

Building Trust in Data-Driven Decision 
Making
Organisations should promote a data-
driven culture where decisions are 
informed by data insights rather than 
instinct alone. This requires fostering 
data literacy at all levels and ensuring that 
employees understand how to interpret 
and trust AI-generated recommendations.

Integration of AI into Existing Workflows
AI should not operate in isolation; it 
needs to be embedded into existing 
business processes and systems. This 
integration allows employees to leverage 
AI insights seamlessly within their daily 
tasks, enhancing both efficiency and 
effectiveness.
Creating an AI-ready culture is a 
continuous process that involves 
leadership commitment, employee 
empowerment, technological investment, 
and ethical governance. Organisations 
that embrace AI as a collaborative tool 
rather than just a technology will be best 
positioned to thrive in the AI era.
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Ethics, Governance and Compliance
By Toby White

Artificial Intelligence (AI) has long 
stirred ethical debates—from 
philosophical quandaries like 
the Trolley Problem to today’s 
practical concerns around bias, 
privacy, and regulatory risk. 
The urgency has only grown 
with the rapid advancement 
and widespread deployment of 
models like DeepSeek, which 
surfaced concerns across global 
governments related to privacy, 
security, and “ethical risks”, though 
definitions of these still vary widely.
These challenges all stem from 
gaps in governance, transparency, 
and a lack of robust compliance 
protocols. In this section, we break 
down ethics into three primary 
domains; personal, professional, 
and social, and explore how 
governance frameworks and 
accountability mechanisms must 
evolve to address them.

Developing Strong Governance 
Frameworks
Governance in AI must move beyond 
reactive policies and into structured, 
forward-looking frameworks that evolve 
alongside the technology.
Global and Local Regulation
The introduction of national initiatives like 
the UK’s AI Playbook and the EU’s evolving 
AI Act are examples of efforts to define 
the boundaries of ethical AI use. These 
frameworks aim to preserve privacy, 
safeguard individual rights, and establish a 
baseline of ethical expectations.
Yet, many current regulations remain 
inconsistent or underdeveloped. A pressing 
proposal is the idea of a “Global Guardrail 
Framework”, a universal set of guidelines for 
what large language models (LLMs) can be 
trained on and how they may respond. This 
would help mitigate risks in consumer-facing 
AI and align cross-border ethical standards.

https://www.linkedin.com/in/tobyartimus/overlay/about-this-profile/
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Organizational Governance
Internally, companies must establish their 
own governance models, including:

• Ethics committees
• Independent oversight boards
• AI usage guidelines
• Transparent documentation of AI 
decision-making processes

These components help build trust and 
provide clarity in situations where AI-driven 
outcomes have significant human impact.

Ensuring Accountability and Human 
Oversight
No matter how advanced the system, 
humans must remain in the loop. Continuous 
oversight is not only vital for accuracy but 
for identifying and mitigating AI-driven 
errors, bias, and hallucinations.

Bias Management
Bias in AI isn’t hypothetical—it’s real and 
prevalent. Whether in hiring, healthcare, or 
law, AI systems have shown tendencies to 
replicate existing social inequities. Mitigating 
this requires:

• Diverse training datasets
• Regular auditing
• Interdisciplinary reviews from 
ethicists, sociologists, and domain 
experts

Human Oversight in Practice
In high-stakes environments like law, 
healthcare, or finance, the “final checkpoint” 
must always be human. 
Law firms, for example, have raised 
concerns over AI’s potential to both erode 
billable work and compromise quality 
control. However, forward-thinking legal 
professionals are reframing AI as a tool to 
enhance research through better prompting, 
not replace it.
Moreover, leaders must prioritize upskilling - 
ensuring that employees evolve alongside AI 
systems rather than be displaced by them. 

This “adapt or die” mindset echoes the 
entrepreneurial community’s approach to 
disruption.

Managing Bias and Ensuring Fairness
AI’s social impact goes beyond the individual 
or workplace—it affects societal norms and 
equity.

Safeguarding and Fairness
Protecting vulnerable populations, especially 
youth, is a top concern. From preventing 
harmful outputs to managing data privacy 
in educational tools, ethical AI requires 
safeguards at the product level—so-
called “guardrails”—as well as policy-level 
interventions.
Anecdotal reports already show young 
users relying heavily on AI, even for basic 
tasks like math, highlighting the need 
for educational guidance and ethical 
constraints.

Equity in Employment
AI’s disruption of labour markets raises 
deep questions about fairness. While it may 
displace some roles (e.g., customer service), 
it also creates opportunities for new types 
of work, especially for those equipped with 
the skills to use AI effectively. AI should not 
deepen existing inequalities, but instead act 
as a tool for empowerment.
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Conclusion
A Shared Ethical Responsibility
The intersection of personal, professional, and social concerns demands a unified, 
proactive approach to AI ethics. Governance structures must be dynamic. Accountability 
must be embedded. And fairness must be more than a checkbox - it must be an outcome.

Call to Action
Whether you’re a policymaker, developer, business leader, or educator, the responsibility is 
shared. We must collaborate to build and refine ethical frameworks that:

• Promote transparency
• Ensure oversight
• Foster inclusion

Looking Forward
As AI capabilities grow, so too must our ethical resolve. It’s not just about keeping up with 
technology - it’s about leading with values, preserving human dignity, and ensuring that 
innovation uplifts everyone, not just a privileged few.
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Generative AI in the Real World
By Prasad Prabhakaran

In today’s rapidly evolving business 
landscape, Generative AI (GenAI) has 
emerged as a transformative force, 
revolutionizing how organizations 
approach their operational challenges. 
By leveraging advanced language 
models and artificial intelligence, 
businesses are finding innovative 
solutions to longstanding problems 
in data processing, decision-making, 
and customer engagement.

Success in GenAI implementation 
relies heavily on establishing proper 
guardrails, monitoring frameworks, 
and governance structures. 
Organizations must balance 
innovation with risk management, 
ensuring their AI systems operate 
reliably, transparently, and in 
compliance with industry standards.

Case Study: Successful AI Adoption
Asset Insurance: Streamlining Risk 
Assessment
The insurance customer faced significant 
challenges with underwriters spending 
excessive time gathering risk data from 
various sources. The implementation of 
AI-powered email classification and GenAI 
powered Intelligent Document Processing 
(IDP). The solution incorporated automated 
data validation checks for accuracy, 
while maintaining real-time monitoring of 
classification accuracy and processing 
times.
The governance framework cantered on 
regular model performance audits against 
established accuracy benchmarks. High-risk 
or unusual cases were automatically flagged 
for human review, supported by continuous 
monitoring of data quality and GenAI output 
drift. This comprehensive approach resulted 
in annual savings of $220,000, while 
streamlining renewal processes and enabling 
underwriters to focus on new business 
opportunities.

https://www.linkedin.com/in/prasadprabhakaran/overlay/about-this-profile/
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Marine Specialty Insurance: Standardizing Broker Submissions
A marine specialty insurer tackled the challenge of inconsistent broker submissions through 
an integrated AI solution that standardized documents using document intelligence and 
LLMs. The system seamlessly connected with their Policy Administration System through 
robust API integrations, while incorporating automated quality control checks throughout 
the process.
The governance structure was built on clear validation rules and automated compliance 
checks, supported by well-defined error handling and escalation protocols. A 
comprehensive monitoring system tracked processing accuracy and completion rates in 
real-time, complemented by regular audits and performance dashboards for stakeholder 
oversight. This resulted in processing times reducing from hours to minutes, generating 
annual cost savings of $350,000 and increasing quote success rates by 30%.

Wealth Management Client Communications
The wealth management sector transformed client communications through an AI-powered 
personalization engine that integrates automated content generation with compliance 
checking. The system’s compliance framework automatically reviews all generated 
content, maintaining regular updates to compliance rules and a comprehensive audit trail of 
communications.
Quality assurance metrics track content effectiveness, while client engagement monitoring 
provides insights into communication impact. This systematic approach reduced content 
creation time by 60-80% while increasing client engagement and driving projected revenue 
growth of 10-15%.

Avoiding Pitfalls: Lessons from Failed Implementations
Successful GenAI deployment requires a comprehensive approach to monitoring, 
governance, and risk management. Organizations must implement performance metrics 
with clear thresholds and automated alert systems. Effective guardrails should define 
boundaries for AI decision-making while establishing human oversight protocols and fail-
safe mechanisms.
A robust governance framework creates clear accountability structures and regular audit 
procedures, supported by comprehensive documentation. Risk management should be 
continuous, with established mitigation strategies and regular testing of contingency plans.
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Sustainability
By Steve Chambers and Willow Taylor

As artificial intelligence continues 
to expand across industries and 
applications, so too does its 
environmental footprint. From 
massive energy requirements to 
water-intensive data centres and the 
rapid turnover of model versions, 
the sustainability of AI is quickly 
becoming one of its most pressing 
concerns. This section explores the 
major environmental challenges 
associated with AI, identifies key 
actors working to address them, 
and outlines practical steps for 
building greener, more responsible 
AI systems.

Major Sustainability Concerns in AI
Energy Consumption
Training large-scale AI models requires a 
tremendous amount of energy. For instance, 
training GPT-3 consumed an estimated 
1,287 MWh of electricity—the equivalent of 
powering over 120 U.S. homes for a year. 
But the energy draw doesn’t stop there: the 
inference phase—when users interact with 
a trained model—also carries a heavy load. 
In fact, each query to a generative AI system 
like ChatGPT can consume five times more 
electricity than a standard web search.

Carbon Emissions
The carbon footprint of AI is significant. 
Training a single AI model can generate 
carbon emissions comparable to that of 
five cars over their entire lifetimes. Data 
centres housing these models contribute 
approximately 1% of global electricity 
use and 0.3% of CO₂ emissions—a figure 
expected to grow with continued AI 
proliferation.

https://www.linkedin.com/in/steviechambers/overlay/about-this-profile/
https://www.linkedin.com/in/willow-taylor-736a66231/overlay/about-this-profile/
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Water Usage
Data centres rely heavily on water for 
cooling. On average, two litres of water are 
used for every kilowatt-hour of electricity 
consumed. When scaled across millions of 
AI model interactions, this water usage could 
approach levels equivalent to the annual 
intake of over 328 million people.

Hardware and Supply Chain Impact
The manufacturing of GPUs and other 
specialised chips is not only resource-
intensive but also involves the extraction 
of rare minerals and the use of harmful 
chemicals. The environmental toll of mining, 
production, and transport adds another layer 
of unsustainability to the AI lifecycle.

Short Model Lifespans
Generative AI models are being replaced 
faster than ever—often within weeks or 
months—leading to significant energy waste 
associated with training obsolete systems. 
This rapid model turnover contributes to 
a throwaway culture in AI development, 
exacerbating the technology’s environmental 
burden.

What “Good” and “Bad” Look Like in 
Sustainable AI

Best Practices in Sustainable AI

• Energy-Efficient Algorithms: 
Techniques such as model pruning, 
quantization, and distillation significantly 
reduce resource consumption.
• Renewable-Powered Data Centres: 
Powering AI infrastructure with clean 
energy sources mitigates carbon 
emissions.
• Efficient Cooling Systems: Adoption 
of water-saving cooling technologies 
curbs one of AI’s most under-reported 
environmental costs.

• Model Optimisation: Focusing on 
domain-specific models—rather than 
ever-larger general-purpose systems - 
results in more sustainable outcomes.
• Transparency: Using tools like the 
Foundation Model Transparency Index 
ensures that environmental metrics are 
tracked and publicly reported.

Unsustainable Practices

• Oversized Models: Training 
unnecessarily large models drives 
excessive energy use and waste.
• Dependence on Fossil Fuels: Data 
centres relying on non-renewable power 
sources undermine climate goals.
• Opaque Operations: Failing to 
disclose environmental data prevents 
accountability.
• Frequent Retraining: Constant release 
of new models without optimizing 
existing ones compounds energy and 
resource waste.

Key Takeaways

•  Sustainability Is Multi-
Dimensional: Addressing energy, 
water, carbon, and supply chain 
impacts is essential for truly 
responsible AI.
•  Cross-Sector Collaboration 
Is Critical: Academia, industry, 
and policymakers must work 
together to advance sustainable 
standards.
•  Transparency Drives 
Progress: Clear reporting and 
shared frameworks build trust 
and accelerate environmental 
innovation in AI.
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A Sustainability Playbook for AI Projects

Developing greener AI starts with intentional design and extends 

through implementation, operations, and governance.

Design Phase

Optimise Model Architecture: Apply model compression and 

architectural efficiency techniques.

Target Smaller Models: Tailor models to specific domains to avoid 

unnecessary computation.

Use Green Hardware: Deploy energy-efficient chips (e.g., TPUs, 

FPGAs) optimised for low-power performance.

Implementation Phase

Choose Renewable Energy Partners: Collaborate with cloud providers 

committed to clean energy.

Upgrade Cooling Systems: Implement advanced cooling methods that 

minimise water usage.

Track Usage Metrics: Monitor power and water usage across training 

and inference cycles.

Operational Phase

Extend Model Lifespans: Reduce retraining by enhancing model 

performance via fine-tuning and prompt engineering.

Commit to Transparency: Disclose sustainability impacts and adopt 

voluntary reporting standards.

Foster Ecosystem Collaboration: Engage with other stakeholders to 

drive cross-sector improvements.

Governance and Reporting

Use Standardised Metrics: Adopt indices like the Foundation Model 

Transparency Index to benchmark progress.

Align with Global Norms

Follow international frameworks like the OECD AI Principles and the 

Montreal Declaration to ensure consistency and accountability.
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Measuring Success in Generative AI 
Adoption

By Stuart Winter-Tear

“If we focus on technology, we end up with more technology, if we focus 
on the business and customers, we end up with more business and 

customers.” - Stuart Winter-Tear

What’s It About
The adoption of Generative AI is not about 
technological advancement in search of 
problems to solve - it’s about achieving 
tangible business value, fostering customer 
trust, and ensuring responsible innovation. 
Measuring success requires organisations 
to shift their focus from starting with 
technological achievements, to starting 
with holistic business impact, and value 
to customers. This chapter explores three 
critical dimensions of success: KPIs for 
Tracking AI Performance, Assessing ROI 
and Business Impact, and Learning from 
Iterative Improvements.

KPIs for Tracking AI Performance
Defining success in AI begins with 
establishing the appropriate performance 
indicators, whether based on industry 
standards, business-specific goals, or 
ethical considerations. 

These metrics must extend beyond 
traditional accuracy scores to reflect trust, 
adaptability, and responsible AI deployment.

• Balancing Efficiency and Integrity: AI 
performance should be assessed not 
only on its speed and accuracy, but also 
on its transparency, compliance, and 
ethical impact. Trustworthy AI systems 
must be explainable and accountable.
• Trust and Open Collaboration: 
Measuring adoption rates, user 
engagement, and trust indicators, 
ensures that AI meets human needs 
effectively. KPIs should track how well 
AI fosters collaboration, rather than just 
automation.
• Resilience and Adaptability: AI 
success is determined by its robustness 
in dynamic environments. Performance 
metrics should capture adaptability and 
continuous learning and improvement 
capabilities.

https://www.linkedin.com/in/stuart-winter-tear/overlay/about-this-profile/?lipi=urn:li:page:d_flagship3_profile_view_base;ZyEi/Hm/RJSKDFOomY9G1Q==
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• Interoperability and Sustainable 
Growth: AI should seamlessly integrate 
with existing business workflows. 
Metrics should evaluate whether AI 
enhances, or disrupts operations.
• Operational Excellence: AI must 
be reliable, maintainable, scalable, 
supportable, and efficient. Measuring 
uptime, error rates, and cost efficiency, 
helps ensure optimal performance 
under real-world conditions.

Assessing ROI and Business Impact
The success of AI adoption is not just 
about technical breakthroughs, but about 
delivering measurable business and 
customer value. Return on investment 
(ROI) should be assessed in terms of both 
financial and strategic impact.

• Customer and Business-Centric 
Approach: ROI should go beyond cost 
savings to include improvements in 
customer experience, retention, and 
satisfaction.
• Purpose-Driven Growth: AI 
investments should be aligned with 
core business objectives, ensuring 
they drive meaningful and sustainable 
growth, rather than technology for 
technology’s sake.
• Risk and Compliance Awareness: 
Organisations must evaluate AI’s 
impact on regulatory compliance and 
ethical considerations, preventing 
costly legal and reputational risks.
• Sustainable AI Practices: AI’s 
ecological footprint should be a 
consideration, ensuring energy 
efficiency, and long-term operational 
sustainability.
• Scaling with Accountability: 
AI-driven improvements should 
align with governance policies, 
ensuring responsible scaling 
without compromising oversight and 
accountability.

Learning from Iterative Improvements
Generative AI is a rapidly evolving 
technology. An iterative approach ensures AI 
systems start small, and remain aligned with 
business goals and customer needs, as they 
grow.

• Continuous Learning Culture: AI 
models should evolve iteratively 
alongside business requirements. 
Organisations must build rapid iterative 
feedback loops that prioritise learning 
and adaptation.
• Transparency and Explainability: 
Every iteration should improve not 
only performance and accuracy, but 
also interpretability, and explainability, 
ensuring trust and usability.
• Balancing Complexity and Simplicity: 
AI should be optimised for efficiency 
without unnecessary complexity. 
Iterative improvements should simplify 
operations while enhancing capabilities.
• Ethical Growth and Human Oversight: 
Human guidance remains essential to 
refining AI responsibly. AI’s evolution 
must align with organisational and 
societal values, and ethical and legal 
standards.
• Innovation with Purpose: AI should 
not be refined for technical superiority 
alone, but to enhance real business 
outcomes, customer satisfaction, 
operational efficiency, and strategic 
impact.



Conclusion
Success in Generative AI adoption is not measured by technological 
sophistication alone, but by its ability to drive business growth, 
enhance customer experiences, and maintain responsible oversight. 
By focusing on business value, customer impact, and continuous 
improvement, organisations can ensure AI serves a meaningful role 
in their long-term strategy. To implement this effectively, businesses 
should establish cross-functional teams to oversee AI integration, 
prioritise rapid user feedback loops, and continuously assess AI-
driven outcomes against predefined business objectives. As this 
journey evolves, the most successful AI adopters will be those who 
prioritise trust, accountability, usability, and sustainable innovation, 
over sheer technological advances.
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Emerging Trends and Technologies
By Paul Pal

“Imagine one AI Agent 
communicating with another AI 
Agent in a language humans 
don’t understand...” that’s what 
Eric Schmidt, former Google CEO 
predicted as one of the game 
changing AI trends in the future. 

Introduction
Sounds scary - right? So, let’s unpack the 
emerging trends and how we can harness 
them.
Generative AI (GenAI), a transformative 
technology underpinned by the Large 
Language Model (LLM) or so-called 
Foundation Model (FM), although nascent, 
has already taken the world by storm over 
the last few years. However, what is the 
future of GenAI? It’s rapidly changing and 
certainly, it has immense potential to upend 
our lives in all aspects. How? GenAI optimists 
would say ‘bright since it has immense 
potential’, while pessimists would say ‘dark’ 
since it introduces significant challenges.
In reality, it is both - depending on how we, 
humans make choices today, and how we 
build GenAI technology and regulate its 
use using controls and guardrails around 
this incredible technology as we build and 
engineer GenAI-based applications with the 
notion of ‘GenAIOps’ - the paradigm that has 
been formalized and evangelized by ‘The 
Centre For GenAIOps’. 
In any case, the future of GenAI will not be 
a single and predetermined path, but rather 
multiple possibilities that will be shaped 
by technological advancements, societal 
adoption and ethical considerations.

Emerging Trends and Technologies
With increasing adoption by the corporate 
world and integration into our daily lives, 
some of the obvious trends of Generative AI 
are:

Democratization of Creativity: GenAI 
tools and functionalities (such as content 
generation and content summarisation) will 
lower the barrier to entry to content creation 
by empowering a wider range of non-
technical professionals and users through 
integration into application workflows - 
giving rise to a new set of entrepreneurs and 
a new breed of programmers.
Hyper-Personalization: From a consumer 
standpoint, GenAI is set to revolutionize 
hyper-personalization. Since Generative 
AI will be embedded in every customer-
facing system, it will enable the creation 
of dynamic and immersive experiences 
tailored to individual tastes, behaviours and 
needs, such as dynamic news, personalized 
educational content, entertainment and use-
interfaces.
Deeper Industry Integration: GenAI has 
already ushered in an era of hyper-
innovation in areas like, Human-Computer 
Interface, Bioinformatics and Customer 
Support to name a few. As GenAI technology 
evolves, we believe, there will be deeper 
integration into all aspects of business value 
streams using industry and domain specific 
cost-effective Small Language Models 
(SLM) in addition to Retrieval Augmented 
Generation (RAG) to ensure it’s grounded in 
corporate data, increase trust and reduce 
issues likes hallucinations. Corporate 
executives will demand higher ROI from 
GenAI deployment, given the technology will 
certainly engender efficiency in business 
processes across all domains and accelerate 
scientific discovery in R&D, in particular to 
drug development, protein synthesis and 
sustainable materials development.

https://www.linkedin.com/in/apaulpal/overlay/about-this-profile/
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Human-like creation: Although Generative 
AI renders innovation across all ranges 
of modalities (text, image, video, audio), 
the technology is poised to process and 
generate outputs and contents that will 
be indistinguishable from human-created 
content in many domains in the future. Shift 
in workforce: As in any other innovative 
technology, GenAI will disrupt the workforce 
across most of the sectors, while bringing 
in productivity gains with emergence of 
new skills and professions - eventually 
augmenting human capabilities. For example, 
in software engineering, while GenAI will 
tackle the syntax of programming, engineers 
can focus on more strategic issues.
Integration with associated Technologies: 
Although open-source and cloud-based 
infrastructure already play a critical role in 
the GenerativeAI realm - striving to foster 
transparency, trust, reliability and scalability 
- the ‘holy grail’ of GenAI. Going forward, 
technologies like CyberSecurity, Quantum 
computing, Blockchain or decentralized 
ledger technology (DLT), advanced 
robotics and Internet of things (IOT) will 
be infused with GenAI technology; the 
combination where each technology will 
attempt to compensate the limitations of 
their counterpart resulting in major game-
changing disruptor or accelerator in the 
business world.
Agentic AI with Reasoning and Agentic Tool 
Mesh: Now that the machine understands 
human language, the next frontier of AI 
revolution will be the Agent-led systems that 
essentially calls for advocacy of GenAIOps. 
Agent-led systems, primarily, Agentic AI that 
has a notion of ‘agency’, can autonomously 
plan, make decisions, take actions, 
streamline complex tasks, reflect, evaluate, 
find other agents and adapt to changing 
situations in a collaborative manner with 
other tools including Foundation Models 
(based on LLMs) and external environments 
without further human intervention. Although 
some proponents in the AI space argue that 
Agentic AI might be the path to Artificial 
General Intelligence (AGI) or the notion of AI 
replicating itself, which might be a separate 
discussion, the potential of Agentic AI in 

every business domain, including Marketing, 
HR, Finance and Platform Engineering, is 
enormous considering its value in reducing 
operational friction and increasing efficiency.
Sustainable AI: Although the current trend 
in the industry includes larger foundational 
models based on trillion parameters with 
training data size to the tune of petabyte 
and context window size of a million 
tokens, it requires significant computational 
power, leading to higher carbon footprint 
and raising sustainability concerns. 
Therefore, in the future, it will give rise to 
sustainable GenAI that will focus on more 
energy conserving techniques. Renewable 
energy and greenfield infrastructure with 
composable architecture, advanced GPU 
design, energy-efficient LPU (Language 
Processing Unit) and compute-in-
memory (CIM) chip will help firms achieve 
sustainability goals. Although sustainable 
LLMs with more sophisticated architecture 
(like, Neuro Symbolic AI and Liquid Neural 
Network), are emerging to reduce the 
memory footprint and computational 
complexity of the current underlying 
Transformer-based attention mechanism 
from quadratic to linear, combination of 
other techniques such as, quantization 
(compression technique converting high 
precision parameter values to lower one), 
distillation (more computationally efficient 
‘student’ model trained from larger ones), 
pruning (selective removal of parts of LLM), 
GRPO (Group Relative Policy Optimization) 
reducing feedback loop and test-time 
compute (to scale reasoning capability) 
will be predominant in the future to achieve 
sustainable AI.
Ethical and Regulatory Concerns: Last 
but not least, the enormous power of 
Generative AI brings forth ethical challenges, 
particularly concerning misinformation, 
explainability, deep fakes and privacy 
concerns. We believe bias amplification 
& fairness concerns in the training data 
will certainly grow leading to unfair or 
discriminatory outputs. Additionally, conflicts 
around ownership and copyright of AI-
generated content along with the use of 
copyrighted material in training data will 
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become increasingly complex as the corpus 
of data expands. Therefore, stringent AI 
governance and regulations with appropriate 
rigour to balance innovation, are expected 
to be implemented globally to govern 
the development and deployment of AI-
generated content, ensuring responsible and 
trustworthy AI technologies.
Scarcity of data: Following scaling laws, 
the Foundation Models (or LLMs) have 
been so far, mostly trained with large 
corpus of labelled data using supervised 
learning in order to achieve better results. 
However, supervised learning might be 
on the precipice of slowing down not 
only due to scarcity of publicly available 
human-generated datasets, but also due to 
diminishing returns with more data.

• Reinforcement Learning: This leads to 
the use of other forms of training LLMs 
- reward model based Reinforcement 
Learning (RL) technique either with 
Human Feedback (RLHF) or AI Feedback 
(RLAIF).
• Synthetic Data: The other option will 
be to utilize AI-generated synthetic data 
for training the Foundation Models in 
order to address the challenges of data 
scarcity, reduce costs and potentially 
address the issues like bias in the 
dataset.
• Advanced Algorithms: Moreover, 
the lack of data will prompt the 
AI community (researchers and 
practitioners) to come up with advanced 
algorithms and concepts (like Large 
Concept Model) that might help capture 
the nuances of more complex patterns 
(in human language, biology, etc). 
However, these sophisticated algorithms 
might offset the sustainability efforts, 
because they might demand higher 
computational power.
• Revolutionary Approach: We believe 
that as time goes on, there will be 
further advancements and revolutionary 
approaches for building computational 
techniques (such as Spiking Neural 
Network and Neuromorphic Computing 

with artificial synapses and human 
Organoids) to closely mimic the way human 
brain works.

Conclusion
In summary, the future of generative AI is 
poised for rapid growth and widespread 
adoption, offering significant opportunities 
for innovation and efficiency gains across 
industries since it unveils new possibilities. 
However, it also necessitates careful 
consideration of ethical implications and the 
development of appropriate regulations to 
ensure we harness its power responsibly 
to maximize its benefits for humanity while 
mitigating its risks.
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The Centre For GenAIOps

https://genaiops.ai

https://genaiops.ai
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